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Notices and Disclaimers

Intel technologies may require enabled hardware, software or service activation.
No product or component can be absolutely secure.

Code names are used by Intel to identify products, technologies, or services that are in development and
not publicly available. These are not "commercial” names and not intended to function as trademarks

Customer is responsible for safety of the overall system, including compliance with applicable safety-
related requirements or standards.

No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by
this document, with the sole exceptions that a) you may publish an unmodified copy and b) code
included in this document is licensed subject to Zero-Clause BSD open source license (OBSD). You may
create software implementations based on this document and in compliance with the foregoing that are
intended to execute on the Intel product(s) referenced in this document. No rights are granted to create
modifications or derivatives of this document.

The products described may contain design defects or errors known as errata which may cause the
product to deviate from published specifications. Current characterized errata are available on request.

You may not use or facilitate the use of this document in connection with any infringement or other legal
analysis concerning Intel products described herein. You agree to grant Intel a non-exclusive, royalty-free
license to any patent claim thereafter drafted which includes subject matter disclosed herein.

Intel disclaims all express and implied warranties, including without limitation, the implied warranties of
merchantability, fitness for a particular purpose, and non-infringement, as well as any warranty arising
from course of performance, course of dealing, or usage in trade.

Intel may make changes to specifications and product descriptions at any time, without notice. Designers
must not rely on the absence or characteristics of any features or instructions marked "reserved" or
"undefined". Intel reserves these for future definition and shall have no responsibility whatsoever for
conflicts or incompatibilities arising from future changes to them. The information here is subject to
change without notice. Do not finalize a design with this information.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its
subsidiaries. Other names and brands may be claimed as the property of others.
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3DSTATE_AMFS_BODY

3DSTATE_AMFS_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:6| TS State Array Pointer
Format: GraphicsAddress[31:6]
Specifies the 64-byte aligned offset of the TS_STATE_ARRAY, with entries per texel shader. This
offset is relative to the Dynamic State Base Address.
5 [Reserved
4:3 | AMFS mode
Format: U2
Value Name Description
Oh normal AMEFS shades unshaded texel blocks only, marks them as shaded, no
mode special handling of out of memory condition other than setting indicator
[Default] bit in CACHE_MODE1 bit[6]
Th touch mode |forces out of memory operation, AMFS marks unshaded texel blocks as
touched, texel shader dispatch is disabled
2h backfill AMEFS shades only touched texel blocks, touched blocks get marked as
mode shaded, originally unshaded and shaded are left unchanged
3h fallback AMEFS shades unshaded texel blocks only, marks them as shaded, special
mode handling of out of memory condition. When AMFS runs out of scratch
space, texels are not shaded. Instead, they are marked as "touched". AMFS
also sets indicator bit in CACHE_MODE1 bit[6]
Programming Notes
For backwards compatibility mode Oh acts the same as A0 AMFS. Mode 1h can be also used for
functional validation of out of memory fallback condition
2:0 | Num Valid Texel Shaders
Format: U3-1
Specifies number of valid texel shader entries in the TS_STATE_ARRAY using n-1 encoding (1..8
valid entries).
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3DSTATE_BINDING_TABLE_POINTERS_BODY

3DSTATE_BINDING_TABLE_POINTERS_BODY

Source:

Size (in bits):
Default Value:

RenderCS
32
0x00000000

DWord

Bit

Description

0

31:21

Reserved
Access: RO

Format: MBZ

20:16

Reserved
Access: RO

Format: MBZ

15:5

Pointer to Binding Table

Format: | SurfaceStateOffset[15:5]SW Generated BINDING_TABLE_STATE*256 When Binding
Table Pool is disabled and HW Binding Table Alignment is not set to 256B alignment.

Format: | SurfaceStateOffset[16:6]SW Generated BINDING_TABLE_STATE*256 When Binding
Table Pool is enabled and HW Binding Table Alignment is not set to 256B alignment.

Format: [ SurfaceStateOffset[18:8]SW Generated BINDING_TABLE_STATE*256 When HW Binding
Table Alignment is set to 256B alignment.

Specifies an aligned address offset of the function's BINDING_TABLE_STATE. The offset's base
and alignment differ depending on whether HW Binding Table is enabled and the setting of HW
Binding Table Alignment field: If HW Binding Table Pool is disabled and the HW Binding Table
Alignment is not set to 256B, the offset is relative to Surface State Base Address and the
alignment is 32B. If HW Binding Table Pool is enabled and the HW Binding Table Alignment is
not set to 256B, the offset is relative to the Binding Table Pool Base Address and the alignment
is 64B. If HW Binding Table Pool is disabled and the HW Binding Table Alignment is set to 256B,
the offset is relative to the Surface State Base Address and the alignment is 256B. If HW
Binding Table Pool is enabled and the HW Binding Table Alignment is set to 256B, the offset is
relative to the Binding Table Pool Base Address and the alignment is 256B.

4.0

Reserved
Access: RO

Format: MBZ
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3DSTATE_BLEND_STATE_POINTERS_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:6 | Blend State Pointer
Format: DynamicStateOffset[31:6]BLEND_STATE*8
Specifies the 64-byte aligned offset of the BLEND_STATE. This offset is relative to the Dynamic
State Base Address.
5:1 |Reserved
Access: RO
Format: MBZ

Blend State Pointer Valid

Format:

Enable

fetched.

This bit, if set, indicates that the BLEND_STATE pointer has changed and new state needs to be
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3DSTATE_CC_STATE_POINTERS_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:6 | Color Calc State Pointer
Format: DynamicStateOffset[31:6]COLOR_CALC_STATE
Specifies the 64-byte aligned offset of the COLOR_CALC_STATE. This offset is relative to the
Dynamic State Base Address.
5:1 |Reserved
Access: RO
Format: MBZ
0 |Color Calc State Pointer Valid
Format: Enable
If set, the hardware will fetch the CC state. This bit is context saved and restored so the CC state is
considered undefined once this bit is cleared due to the possibility of the CC state changing
between context switches.
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RenderCS - 3DSTATE_CLEAR PARAMS_BODY

Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord | Bit

Description

0 31:0 | Depth Clear Value
Format:

IEEE_FLOAT32

This field defines the clear value that will be applied to the depth buffer if the Depth Buffer Clear
field is enabled. It is valid only if Depth Buffer Clear Value Valid is set.

Programming Notes

The clear value must be between the min and max depth values (inclusive) defined in the
CC_VIEWPORT. If the depth buffer format is D32_FLOAT, then values must be limited to the
range of +0.0f and 1.0f inclusive; values outside this range are reserved.

1 31:1| Reserved

Access: RO
Format: MBZ
0 |Depth Clear Value Valid

Format: Boolean

This field enables the Depth Clear Value. If clear, the depth clear value is obtained from
interpolated depth of an arbitrary pixel of the primitive rendered with Depth Buffer Clear set in

WM_STATE or 3DSTATE_WM. If set, the depth clear value is obtained from the Depth Clear Value
field of this command.
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3DSTATE_CLIP_BODY

Source:

Size (in bits):
Default Value:

RenderCS
96
0x00000000, 0x00000000, 0x00000000

DWord

Bit

Description

0

31:21

Reserved

Access: RO

Format: MBZ

20

Force User Clip Distance Cull Test Enable Bitmask

Format: Enable

This field provides a work around override for the computation of SOL_INT::Render_Enable

Value | Name Description

Oh Normal | Clip_INT::User Clip Distance Cull Test Enable Bitmask normally

Th Force |Forces Clip_INT::User Clip Distance Cull Test Enable Bitmask to use the value in
3DSTATE_CLIP:: User Clip Distance Cull Test Enable Bitmask

19

Vertex Sub Pixel Precision Select

Format: U1

Selects the number of fractional bits maintained in the vertex data

Value Name Description

Oh 8 Bit 8 sub pixel precision bits maintained

1h 4 Bit 4 sub pixel precision bits maintained

18

Early Cull Enable

Format: Enable

This field is used to enable/disable the EarlyCull function. When this bit is set triangles are
checked if they are backface culled before proceeding through must clip function.

Programming Notes

Setting this bit must not impact functionality, this state only controls the performance of the
must clip function.
Vertex Sub Pixel Precision Select precision must be set to "8 bit" in order avoid precision issues.

17

Force User Clip Distance Clip Test Enable Bitmask

Format: Enable

This field provides a work around override for the computation of SOL_INT::Render_Enable.

Value| Name Description

Ob Normal | Clip_INT:: User Clip Distance Clip Test Enable Bitmask normally

1b Force |Forces Clip_INT:: User Clip Distance Clip Test Enable Bitmask to use the value in
3DSTATE_CLIP::User Clip Distance Clip Test Enable Bitmask

Doc Ref # IHD-OS-TGL-Vol 2d-12.21



intel

3DSTATE_CLIP_BODY

16 |Force Clip Mode
Format: | Enable
This field provides a work around override for the computation of SOL_INT::Render_Enable.
Value | Name Description
Ob Normal | Clip_INT::Clip Mode is computed normally.
1b Force |Forces Clip_INT::Clip Mode to use the value in 3DSTATE_CLIP::User Clip Mode.
15:12 | Reserved
Access: RO
Format: MBZ
11:10 | Clipper Statistics Enable
This bit controls whether Clip-unit-specific statistics register(s) can be incremented.
Value Name Description
00h Disable CL_INVOCATIONS_COUNT cannot increment
01h Increment by one CL_INVOCATIONS_COUNT can increment
03h Reserved
9 [Reserved
Access: RO
Format: MBZ
8 |[Reserved
Access: RO
Format: MBZ
7:0 [User Clip Distance Cull Test Enable Bitmask
Format: Enable[8]
This 8 bit mask field selects which of the 8 user clip distances against which trivial reject / trivial
accept determination needs to be made (does not cause a must clip).DX10 allows simultaneous
use of ClipDistance and Cull Distance test of up to 8 distances.
1 31 |Clip Enable
Format: Enable
Specifies whether the Clip function is enabled or disabled (pass-through).
30 |API Mode
Controls the definition of the NEAR clipping plane
Value Name Description
Oh OGL NEAR VP boundary == 0.0 (NDC)
29 |Reserved
Access: RO
Format: MBZ
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28

Viewport XY Clip Test Enable
Format: | Enable

This field is used to control whether the Viewport X, Y extents [-1,1] are considered in
VertexClipTest.

If both the Guardband and Viewport XY ClipTest are DISABLED, all vertices are considered
"visible" with respect to the XY directions.

27

Reserved
Access: RO
Format: MBZ

26

Guardband Clip Test Enable
Format: Enable

This field is used to control whether the Guardband X, Y extents are considered in VertexClipTest
for non-point objects. If the Guardband ClipTest is DISABLED but the Viewport XY ClipTest is
ENABLED, ClipDetermination operates as if the Guardband were coincident with the Viewport. If
both the Guardband and Viewport XY ClipTest are DISABLED, all vertices are considered "visible"
with respect to the XY directions.

25:24

Reserved
Access: RO
Format: MBZ

23:16

User Clip Distance Clip Test Enable Bitmask
Format: Enable[8]
This 8 bit mask field selects which of the 8 user clip distances against which trivial reject / trivial

accept / must clip determination needs to be made.DX10 allows simultaneous use of
ClipDistance and Cull Distance test of up to 8 distances.

15:13

Clip Mode
This field specifies a general mode of the CLIP unit, when the CLIP unit is ENABLED.
Value Name Description

Oh NORMAL TrivialAccept objects are passed down the pipeline, MustClip objects
Clipped in the Fixed Function Clipper HW, TrivialReject and BAD objects
are discarded

1h Reserved

2h Reserved

3h REJECT_ALL | All objects are discarded

4h ACCEPT_ALL | All objects (except BAD objects) are trivially accepted. This effectively
disables the clip-test/clip-determination function. Note that the CLIP unit
will still filter out adjacency information, which may be required since the
SF unit does not accept primitives with adjacency.

5h-7h | Reserved
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12:10 | Reserved
Access: RO
Format: MBZ
9 |[Perspective Divide Disable

Format: Disable

This field disables the Perspective Divide function performed on homogeneous position read
from the URB. This feature can be used by software to submit pre-transformed "screen-space"
geometry for rasterization. This likely requires the W component of positions to contain "rhw"
(aka 1/w) in order to support perspective-correct interpolation of vertex attributes. Likewise, the
X, 'Y, Z components will likely be required to be X/W, Y/W, Z/W. Note that the device does not
support clipping when perspective divide is disabled. Software must specify
CLIPMODE_ACCEPT_ALL whenever it disables perspective divide. This implies that software must
ensure that object positions are completely contained within the "guardband" screen-space
limits imposed by the SF unit (e.g., by clipping in CPU SW before submitting the objects).

Non-Perspective Barycentric Enable

Format: Enable

This field enables computation of non-perspective barycentric parameters in the clipper, which
are sent to SF unit in the must clip case. This field must be enabled if any non-perspective
interpolation modes are used in pixel shader.

Programming Notes

This field must be set whenever Enable bits 3 or 4 or 5 of 3DSTATE_WM:Barycentric
Interpolation Mode is set. This indicates that one of the Non-perspective barycentric
interpolation modes are used.

This field must be set if the 3DSTATE_PS_EXTRA:Pixel Shader Requires Non-Perspective Bary
Plane Coefficients is set.

76

Reserved
Access: RO
Format: MBZ

5:4

Triangle Strip/List Provoking Vertex Select
| Format: u2

enumerated type

This field selects which vertex of a triangle (in a triangle strip or list primitive) is considered the
“provoking vertex".

Value Name
Oh 0
1h 1
2h 2
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|3h | Reserved |
3:2 |Line Strip/List Provoking Vertex Select
| Format: | U2 |
enumerated type
This field selects which vertex of a line (in a line strip or list primitive) is considered the
“provoking vertex".
Value Name
Oh 0
1h 1
2h Reserved
3h Reserved
1:0 |Triangle Fan Provoking Vertex Select
Format: U2
enumerated type
This field selects which vertex of a triangle (in a triangle fan primitive) is considered the
"provoking vertex".
Value Name
Oh 0
1h 1
2h 2
3h Reserved
2 31:28 | Reserved
Access: RO
Format: MBZ
27:17 | Minimum Point Width
| Format: | us.3 |
This value is used to clamp read-back PointWidth values.
16:6 | Maximum Point Width
| Format: | us.3 |
This value is used to clamp read-back PointWidth values.
5 |Force Zero RTA Index Enable
| Format: | Enable |
If set, the Clip unit will ignore the read-back RTAIndex and operate as if the value 0 was read-

10
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back. If clear, the read-back value is used.

4 |Reserved
Access: RO
Format: MBZ
3:0 [Maximum VP Index
Format: U4-1

This field specifies the maximum valid VPIndex value, corresponding to the number of active
viewports. If the source of the VPIndex exceeds this maximum value, a VPIndex value of 0 is
passed down the pipeline. Note that this clamping does not affect a VPIndex value stored in the

URB.
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3DSTATE_CONSTANT_ALL_BODY

3DSTATE_CONSTANT_ALL_BODY

Source:
Size (in bits):
Default Value:

RenderCS

256

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000

DWord

Bit

Description

0

255:0

Constant Body

Format:

3DSTATE_CONSTANT_ALL_DATA[4]

12
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3DSTATE_CONSTANT _ALL DATA

Source: RenderCS

Size (in bits): 64

Default Value: 0x00000000, 0x00000000
DWord | Bit

Description

0.1 |63:5|Pointer To Constant Buffer
Format: VIRTUAL_ADDR([63:5]
The value of this field is the virtual address of the location of the push constant buffer.

Programming Notes
Constant buffers must be allocated in linear (not tiled) graphics memory.

4:0 | Constant Buffer Read Length
Format: U5

This field specifies the length of the constant data to be loaded from memory in 256-bit units.

Programming Notes

e The sum of the read length fields for all pointers must be less than or equal to the size of

64

e Zero means there no data to fetch for this buffer pointer.
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3DSTATE_CONSTANT_TS_POINTER_BODY

Source: RenderCS
Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord | Bit Description
0.1 |63:0|Constant Body
Format: 3DSTATE_CONSTANT_ALL_DATA

Specifies the 64-byte aligned graphics address and length of constant data to be pushed as Texel
Shader payload.

The push constant payload and its length is common to all Texel Shader slots.
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3DSTATE_CONSTANT(Body)

Source: RenderCS
Size (in bits): 320
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0 31:16 | Constant Buffer 1 Read Length
Format: u1e6

This field specifies the length of the constant data to be loaded from memory in 256-bit units.
Programming Notes

e The sum of all four read length fields must be less than or equal to the size of 64
e Setting the value of the register to zero will disable buffer 1.

e |[f disabled, the Pointer to Constant Buffer 1 must be programmed to zero.

15:0 | Constant Buffer 0 Read Length
Format: u1e

This field specifies the length of the constant data to be loaded from memory in 256-bit units.
Programming Notes

e The sum of all four read length fields must be less than or equal to the size of 64
e Setting the value of the register to zero will disable buffer 0.

o If disabled, the Pointer to Constant Buffer 0 must be programmed to zero.

1 31:16 | Constant Buffer 3 Read Length
Format: u1e

This field specifies the length of the constant data to be loaded from memory in 256-bit units.
Programming Notes

e The sum of all four read length fields must be less than or equal to the size of 64
e Setting the value of the register to zero will disable buffer 3.

e |If disabled, the Pointer to Constant Buffer 3 must be programmed to zero.

15:0 | Constant Buffer 2 Read Length
Format: uie

This field specifies the length of the constant data to be loaded from memory in 256-bit units.
Programming Notes

e The sum of all four read length fields must be less than or equal to the size of 64

e Setting the value of the register to zero will disable buffer 2.
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e |If disabled, the Pointer to Constant Buffer 2 must be programmed to zero.

2.3 | 63:5 | Pointer To Constant Buffer 0
Format: | VIRTUAL_ADDR[63:5]
Description
The value of this field is the virtual address of the location of the push constant buffer 0.
GraphicsAddress [63:48] are ignored by the HW and assumed to be in correct canonical form
[63:48] == [47].
Programming Notes
Constant buffers must be allocated in linear (not tiled) graphics memory.
4.0 |Reserved
Access: RO
Format: MBZ
4.5 | 63:5 |Pointer To Constant Buffer 1
Format: VIRTUAL_ADDR][63:5]
This field points to the location of Constant Buffer 1.
If gather constants are enabled This field is an offset of constant Buffer1 from the Gather Pool
BASE ADDRESS.
If gather constants is disabled, the value of this field is the virtual address of the location of the
push constant buffer. GraphicsAddress [63:48] are ignored by the HW and assumed to be in
correct canonical form [63:48] == [47].
Programming Notes
Constant buffers must be allocated in linear (not tiled) graphics memory.
4.0 [Reserved
Access: RO
Format: MBZ
6.7 | 63:5 |Pointer To Constant Buffer 2
Format: VIRTUAL_ADDR[63:5]
The value of this field is the virtual address of the location of the push constant buffer 2.
GraphicsAddress [63:48] are ignored by the HW and assumed to be in correct canonical form
[63:48] == [47].
Programming Notes
Constant buffers must be allocated in linear (not tiled) graphics memory.
4.0 [Reserved
Access: RO

16
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3DSTATE_CONSTANT(Body)

| Format: | MBZ

8.9 | 63:5 |Pointer To Constant Buffer 3
| Format: | VIRTUAL ADDR[63:5]

The value of this field is the virtual address of the location of the push constant buffer 3.

GraphicsAddress [63:48] are ignored by the HW and assumed to be in correct canonical form
[63:48] == [47].

Programming Notes

Constant buffers must be allocated in linear (not tiled) graphics memory.

4:0 [Reserved
Access: RO
Format: MBZ
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3DSTATE_CPS_POINTERS_BODY

3DSTATE_CPS_POINTERS_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:5| Coarse Pixel Shading State Array Pointer
Format: DynamicStateOffset[31:5]
Specifies the 32-byte aligned address offset of the array of CPS_STATE states. Each CPS_STATE in
the array corresponds to a Viewport index in the range [0..15]. SW must program all the
CPS_STATES in the array corresponding to valid Viewport indices.
This offset is relative to the Dynamic State Base Address.
When 3DSTATE_PS:Pixel Shader Is Per Coarse Pixel is not set, HW does not fetch or depend on any
CPS pointers to be valid.
The hardware might not order pixels across viewports if multiple CPS_STATE entries map any(x,y)
to different CPsizes.
4:0 | Reserved
Access: RO
Format: MBZ
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3DSTATE_DEPTH_BOUNDS_BODY

3DSTATE_DEPTH_BOUNDS _BODY
Source: RenderCS
Size (in bits): 96
Default Value: 0x00000000, 0x00000000, 0x00000000
DWord | Bit Description
0 31:1 |Reserved
Access: RO
Format: MBZ
0 |Depth Bounds Test Enable
Enables the depth bounds test
Value| Name Description
0 Disabled | Depth Bounds test is disabled.
1 Enabled | Depth Bounds test is enabled. If (Z Min Value) <= (Destination Z Value) <= (Z
Max Value) the depth bounds test passes. Otherwise the depth bounds test
fails and the sample is discarded.
Value Name
0 Disabled
1 Enabled
1 31:0 | Depth Bounds Test Min Value
Format: I[EEE_FLOAT
This field specifies the minimum Z value to be used in the depth bounds test. This value should
be in 32-bit Float. HW will clamp to min value of +0 if set to below +0.
2 31:0 | Depth Bounds Test Max Value
Format: IEEE_FLOAT
This field specifies the maximum Z value to be used in the depth bounds test. This value should
be in 32-bit Float. HW will clamp to max value of +1 if set to greater than +1.
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3DSTATE_DS_BODY

Source:

Size (in bits):
Default Value:

RenderCS
320

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000

DWord| Bit Description
0.1 63:6 | Kernel Start Pointer
Format: InstructionBaseOffset[63:6]
This field specifies the starting location of the kernel program run by threads spawned by this FF
unit. It is specified as a 64-byte-granular offset from the Instruction Base Address. This field is
ignored if DS Function Enable is DISABLED.
5:0 |Reserved
Access: RO
Format: MBZ
2 31 |Reserved
Access: RO
Format: MBZ
30 |Vector Mask Enable
Format: Enable
Upon subsequent DS thread dispatches, this bit is loaded into the EU's Vector Mask Enable
(VME, cr0.0[3]) thread state. Refer to EU documentation for the definition and use of VME state.
Value | Name Description
Oh Dmask | The EU will use the Dispatch Mask (supplied by the DS stage) for instruction
execution.
1h Vmask | The EU will use the Vector Mask (derived from the Dispatch Mask) for
instruction execution.
Programming Notes
Under normal conditions SW shall specify DMask, as the DS stage will provide a Dispatch Mask
appropriate to SIMD4x2 or SIMD8 thread execution (as a function of dispatch mode). E.g., for
SIMD4x2 thread execution, the DS stage will generate a Dispatch Mask that is equal to what the
EU would use as the Vector Mask. For SIMD8 execution there is no known usage model for use
of Vector Mask (as there is for PS shaders).
29:27 | Sampler Count

Format: u3

Specifies how many samplers (in multiples of 4) the kernel uses. Used only for prefetching the
associated sampler state entries. This field is ignored if DS Function Enable is DISABLED.

20
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Value Name Description
Oh No Samplers No samplers used
Th 1-4 Samplers between 1 and 4 samplers used
2h 5-8 Samplers between 5 and 8 samplers used
3h 9-12 Samplers between 9 and 12 samplers used
4h 13-16 Samplers between 13 and 16 samplers used

26 |Reserved

Access: RO
Format: MBZ

25:18 | Binding Table Entry Count
Format: us

When HW Generated Binding Table is disabled: Specifies how many binding table entries the
kernel uses. Used only for prefetching of the binding table entries and associated surface state.
Note: For kernels using a large number of binding table entries, it may be wise to set this field
to zero to avoid prefetching too many entries and thrashing the state cache. This field is
ignored if DS Function Enable is DISABLED.

When HW Generated Binding Table bit is enabled: This field indicates which cache lines (512bit
units - 32 Binding Table Entry section) should be fetched. Each bit in this field corresponds to a
cache line. Only the 1st 4 non-zero Binding Table entries of each 32 Binding Table entry section
prefetched will have its surface state prefetched.

Value Name

[0,255]

Programming Notes

When HW binding table bit is set, it is assumed that the Binding Table Entry Count field will be
generated at JIT time.

17 | Thread Dispatch Priority

Format: U1
Specifies the priority of the thread for dispatch: This field is ignored if DS Function Enable is
DISABLED.
Value Name Description
Oh Normal Normal Priority
1h High High Priority

16 |Floating Point Mode
Format: U1

Specifies the initial floating point mode used by the dispatched thread. This field is ignored if DS
Function Enable is DISABLED.
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Value Name Description
Oh IEEE-754 Use IEEE-754 Rules
1h Alternate Use alternate rules
15 |Reserved
Access: RO
Format: MBZ
14 |[Accesses UAV
Format: Enable
This bit gets loaded into EU CR0.1[12] (note the bit # difference). See Exceptions and ISA
Execution Environment.
Programming Notes
This field must not be set when DS Function Enable is disabled.
13 |lllegal Opcode Exception Enable
Format: Enable
This bit gets loaded into EU CR0.1[12] (note the bit # difference). See Exceptions and ISA
Execution Environment. This field is ignored if DS Function Enable is DISABLED.
12:11 | Reserved
Access: RO
Format: MBZ
10:8 |Reserved
Format: | MBZ
7 |Software Exception Enable
Format: | Enable
This bit gets loaded into EU CR0.1[13] (note the bit # difference). See Exceptions and ISA
Execution Environment. This field is ignored if DS Function Enable is DISABLED.
6:0 |Reserved
Access: RO
Format: MBZ
3.4 |63:32|Reserved
Access: RO
Format: MBZ
31:10| Scratch Space Base Pointer

Format: GeneralStateOffset[31:10]

Specifies the starting location of the scratch space area allocated to this FF unit as a 1K-byte
aligned offset from the General State Base Address. If required, each thread spawned by this FF
unit will be allocated some portion of this space, as specified by Per-Thread Scratch Space. The

22
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computed offset of the thread-specific portion will be passed in the thread payload as Scratch
Space Offset. The thread is expected to utilize "stateless" DataPort read/write requests to access
scratch space, where the DataPort will cause the General State Base Address to be added to the
offset passed in the request header. This field is ignored if DS Function Enable is DISABLED.
9:4 |Reserved
Access: RO
Format: MBZ
3:0 |Per-Thread Scratch Space
Format: U4
Specifies the amount of scratch space to be allocated to each thread spawned by this FF unit.
The driver must allocate enough contiguous scratch space, starting at the Scratch Space Base
Pointer, to ensure that the Maximum Number of Threads can each get Per-Thread Scratch Space
size without exceeding the driver-allocated scratch space. This field is ignored if DS Function
Enable is DISABLED.
Value Name
[0,11] indicating [1K Bytes, 2M Bytes]
Programming Notes
This amount is available to the kernel for information only. It will be passed verbatim (if not
altered by the kernel) to the Data Port in any scratch space access messages, but the Data Port
will ignore it.
5 31:25 |Reserved
Access: RO
Format: MBZ
24:20 | Dispatch GRF Start Register For URB Data
Format: us
Description
Specifies the starting GRF register number for the URB portion (Constant + Vertices) of the
thread payload. This field is ignored if DS Function Enable is DISABLED.
When SIMD8_SINGLE_OR_DUAL_PATCH dispatch mode is selected, HW shall increment the GRF
start register by 1 when a dual patch simd8 thread is dispatched AND
3DSTATE_DS::PrimitiveDNotRequired is not set.
Value Name Description
[0,31] indicating GRF [RO, R31]
19:18 | Reserved
Access: RO
Format: MBZ
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17:11

Patch URB Entry Read Length

Format: | u7

Specifies how much data (in 256-bit units) is to be read from the Patch URB entry and passed in
the DS thread payload. This field is ignored if DS Function Enable is DISABLED.

Value Name
[0,64]
10 |Reserved
Access: RO
Format: MBZ
9:4 |Patch URB Entry Read Offset

Format: ue6

Specifies the offset (in 256-bit units) at which Patch URB data is to be read from the URB before
being included in the thread payload. This field is ignored if DS Function Enable is DISABLED.

Value Name

[0,63]

3:0 [Reserved
Access: RO
Format: MBZ

31 |Reserved
Access: RO
Format: MBZ

30:21 | Maximum Number of Threads

Format: U10-1

Specifies the maximum number of simultaneous DS threads allowed to be active. Used to avoid
using up the scratch space. Programming the value of the max threads over the number of
threads based off number of threads supported in the execution units may improve performance
since the architecture allows threads to be buffered between the check for max threads and the
actual dispatch into the EU. Programming the max values to a number less than the number of
threads supported in the execution units may reduce performance. This field is ignored if DS
Function Enable is DISABLED.

Value Name Description
[0,545] indicating thread count of [1,546]
20:11 | Reserved
Access: RO
Format: MBZ
10 |Statistics Enable

Format: Enable

If ENABLED, this FF unit will engage in statistics gathering. Refer to the Statistics Gathering
section.
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If DISABLED, statistics information associated with this FF stage will be left unchanged.
This field is ignored if DS Function Enable is DISABLED.

PrimitivelD Not Required

Format: Boolean

Description

When this bit is set, (a) the R1 PrimitivelD phase will not be included in the thread payload
(DUAL_PATCH) and (b) the PrimitivelD field in the RO payload (SINGLE_PATCH) will become
UNDEFINED.

Software shall set this bit whenever the active DS kernel(s) do not require PrimitivelD as input.

8:5

Reserved
Access: RO
Format: MBZ

4:3

Dispatch Mode

Format: uz2

This field specifies how the DS stage generates DS thread requests, and correspondingly impacts

the DS thread payload. The setting of this field must agree with how the DS kernel was
compiled.This field is ignored if DS Function Enable is DISABLED.

Value Name Description Notes

Programming

1h SIMD8_SINGLE_PATCH DS threads are passed one patch,
up to 8 domain point inputs, and
up to 8 output vertex handles. All
the domain points are associated
with the single input patch. The
DS kernel (at KSP) is expected to
run in SIMD8 execution mode.
The DUAL_PATCH KSP is ignored.

like in SIMD8_SINGLE_PATCH to enable this
mode. See DUAL_PATCH Thread |mode.
Execution for a discussion of how
the DUAL_PATCH KSP is used.

2h SIMD8_SINGLE_OR_DUAL_PATCH | This mode enables use of both At least 2 HS URB
the KSP and the DUAL_PATCH handles must be
KSP. The KSP kernel operates just |allocated in order

3h Reserved

Programming Notes

SIMD4X2 mode is no longer allowed.
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2 |Compute W Coordinate Enable
Format: | Enable
If ENABLED, the DS unit will (for each domain point) compute W = 1 - (U + V) and pass the
result as a floating point value in the DS thread payload. If DISABLED, 0.0 will be passed. This
field must only be ENABLED for the tessellation of TRI domains, where UVW coordinates are
required. This field must be DISABLED for other domains (as they only require UV coordinates)
otherwise the computed W coordinate is UNDEFINED. This field is ignored if DS Function Enable
is DISABLED.
1 |Cache Disable
Format: Disable
This bit controls the operation of the DS Cache. This field is ignored if DS Function Enable is
DISABLED. If the DS Cache is DISABLED and the DS Function is ENABLED, the DS Cache is not
used and all incoming domain points will be passed to DS threads. If the DS Cache is ENABLED
and the DS Function is ENABLED, incoming domain points that do not hit in the DS Cache will be
passed to DS threads. The DS Cache is invalidated whenever the DS Cache becomes DISABLED ,
whenever the DS Function Enable toggles, and between patches.
0 |Function Enable
Format: Enable
If ENABLED, DS threads will be spawned to process incoming domain points which miss in the
DS cache. If DISABLED, the DS stage goes into pass-through mode and performs no specific
rocessing. This field is always used.
Programming Notes
The tessellation stages (HS, TE and DS) must be enabled/disabled as a group. l.e., draw
commands can only be issued if all three stages are enabled or all three stages are disabled,
otherwise the behavior is UNDEFINED.
31:27 | Reserved
Access: RO
Format: MBZ
26:21 | Vertex URB Entry Output Read Offset
Format: U6
Specifies the offset (in 256-bit units) at which Vertex URB data is to be read from the URB by
SBE.
Value Name
[0,63]
20:16 | Vertex URB Entry Output Length
Format: u5

Specifies the amount of URB data written for each Vertex URB entry, in 256-bit register
increments.

26
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Value Name

[1,16]

Programming Notes

This length does not include the vertex header.

15:8 | User Clip Distance Clip Test Enable Bitmask
Format: us

This 8 bit mask field selects which of the 8 user clip distances against which trivial reject / trivial
accept / must clip determination needs to be made.DX10 allows simultaneous use of
ClipDistance and Cull Distance test of up to 8 distances.

7:0 |User Clip Distance Cull Test Enable Bitmask
Format: us

This 8 bit mask field selects which of the 8 user clip distances against which trivial reject / trivial
accept determination needs to be made (does not cause a must clip).DX10 allows simultaneous
use of ClipDistance and Cull Distance test of up to 8 distances.

8.9 63:6 | DUAL_PATCH Kernel Start Pointer

Format: InstructionBaseOffset[63:6]

This field specifies the starting location of the DUAL_PATCH kernel program run by threads
spawned by this FF unit.It is specified as a 64-byte-granular offset from the Instruction Base

Address.This field is ignored if DS Function Enable is DISABLED. See DUAL_PATCH Thread
Execution for a discussion of how the DUAL_PATCH KSP is used.

5:0 |Reserved
Access: RO
Format: MBZ
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Source:

Size (in bits):
Default Value:

RenderCS
288

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000

DWord| Bit Description

0.1 63:6 | Kernel Start Pointer
Format: InstructionBaseOffset[63:6]
This field specifies the starting location of the kernel program run by threads spawned by this FF
unit. It is specified as a 64-byte-granular offset from the Instruction Base Address.

5:0 |Reserved
Access: RO
Format: MBZ
2 31 |Single Program Flow

Format: Enable

Specifies the initial condition of the kernel program as either a single program flow (SIMDnxm
with m = 1) or as multiple program flows (SIMDnxm with m > 1). See CRO description in ISA
Execution Environment.

Value Name Description
Oh Disable Single Program Flow disabled
1h Enable Single Program Flow enabled

30

Vector Mask Enable
Format: Enable

Upon subsequent GS thread dispatches, this bit is loaded into the EU's Vector Mask Enable
(VME, cr0.0[3]) thread state. Refer to EU documentation for the definition and use of VME state.

Value | Name Description

Oh Dmask | The EU will use the Dispatch Mask (supplied by the GS stage) for instruction
execution.

1h Vmask | The EU will use the Vector Mask (derived from Dispatch Mask) for instruction
execution.

Programming Notes

Under normal conditions SW shall specify DMask, as the GS stage will provide a Dispatch Mask
appropriate to SIMD4x2 or SIMD8 thread execution (as a function of dispatch mode). E.g., for
SIMD4x2 execution, the GS stage will generate a Dispatch Mask that is equal to what the EU
would use as the Vector Mask. For SIMD8 execution there is no known usage model for use of

Vector Mask (as there is for PS shaders).
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29:27

Sampler Count

Format: | U3

Specifies how many samplers (in multiples of 4) the geometry shader kernel uses. Used only for
refetching the associated sampler state entries.

Value Name Description
Oh No Samplers No Samplers used
Th 1-4 Samplers Between 1 and 4 samplers used
2h 5-8 Samplers Between 5 and 8 samplers used
3h 9-12 Samplers Between 9 and 12 samplers used
4h 13-16 Samplers Between 13 and 16 samplers used
5h-7h Reserved

26 |Reserved
Access: RO
Format: MBZ
25:18 | Binding Table Entry Count

Format: us

When HW Generated Binding Table is disabled: Specifies how many binding table entries the
kernel uses. Used only for prefetching of the binding table entries and associated surface state.
Note: For kernels using a large number of binding table entries, it may be wise to set this field to
zero to avoid prefetching too many entries and thrashing the state cache. When HW Generated
Binding Table bit is enabled: This field indicates which cache lines (512bit units - 32 Binding
Table Entry section) should be fetched. Each bit in this field corresponds to a cache line. Only the
1st 4 non-zero Binding Table entries of each 32 Binding Table entry section prefetched will have
its surface state prefetched.

Programming Notes

When HW binding table bit is set, it is assumed that the Binding Table Entry Count field will be
generated at JIT time.

17

Thread Dispatch Priority
Specifies the priority of the thread for dispatch.

Value Name Description
Oh Normal Normal thread dispatch priority
1h High High thread dispatch priority

16

Floating Point Mode
Specifies the initial floating point mode used by the dispatched thread.

Value Name Description
Oh IEEE-754 Use IEEE-754 Rules

Th Alternate Use alternate rules
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15:14 | Reserved
Access: RO
Format: MBZ
13 |lllegal Opcode Exception Enable

| Format: Enable

This bit gets loaded into EU CR0.1[12] (note the bit # difference). See Exceptions and ISA
Execution Environment.

12 | Accesses UAV
Format: Enable
This field must be set when GS has a UAV access.
Programming Notes
This field must not be set when GS Function Enable is disabled.
11 | Mask Stack Exception Enable
| Format: | Enable
This bit gets loaded into EU CR0.1[11]. See Exceptions and ISA Execution Environment.
10:8 | Reserved
| Format: | MBZ
7 |Software Exception Enable
| Format: | Enable
This bit gets loaded into EU CR0.1[13] (note the bit # difference). See Exceptions and ISA
Execution Environment.
6 |Reserved
Access: RO
Format: MBZ
5.0 |Expected Vertex Count
Format: U6
Specifies the number of vertices per input object expected by the GS thread. Input topologies
not matching this expect value are discarded. Note that DiscardAdjacency is also considered
(e.g., if the value programmed is 3 and DiscardAdjacency is set, TRILIST_ADJ and TRISTRIP_AD)
topologies are not discarded as they will pass 3 vertices/object to the GS threads).
Value Name
[1,32]
3.4 |63:32|Reserved
Access: RO
Format: MBZ
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Doc Ref # IHD-OS-TGL-Vol 2d-12.21




intel

3DSTATE_GS_BODY

31:10 | Scratch Space Base Pointer

Format: | GeneralStateOffset[31:10]

Specifies the starting location of the scratch space area allocated to this FF unit as a 1K-byte
aligned offset from the General State Base Address. If required, each thread spawned by this FF
unit will be allocated some portion of this space, as specified by Per-Thread Scratch Space. The
computed offset of the thread-specific portion will be passed in the thread payload as Scratch
Space Offset. The thread is expected to utilize "stateless" DataPort read/write requests to access
scratch space, where the DataPort will cause the General State Base Address to be added to the
offset passed in the request header. This field is ignored if VS Function Enable is DISABLED.

9:4 [Reserved
Access: RO
Format: MBZ
3:0 |Per-Thread Scratch Space

Format: U4

Specifies the amount of scratch space to be allocated to each thread spawned by this FF
unit.The driver must allocate enough contiguous scratch space, starting at the Scratch Space
Base Pointer, to ensure that the Maximum Number of Threads can each get Per-Thread Scratch
Space size without exceeding the driver-allocated scratch space.

Value Name Description

[0,11] indicating [1K Bytes, 2M Bytes]

5 31 |Reserved
Access: RO
Format: MBZ
30:29 | Dispatch GRF Start Register For URB Data [5:4]
| Format: u2

Specifies bit [5:4] of the starting GRF register number for the URB portion (Constant + Vertices)
of the thread payload. The Dispatch GRF Start Register For URB Data [3:0] field is used to
specify bits [3:0] of the starting GRF register number.

28:23 | Output Vertex Size
| Format: U6

[0,63] indicating [1,64] 16B units

Specifies the size of each vertex stored in the GS output entry (following any Control Header

data) as a number of 128-bit units (minus one).

Programming Notes

Programming Restrictions: The vertex size must be programmed as a multiple of 32B units with

the following exception: Rendering is disabled (as per SOL stage state) and the vertex size

output by the GS thread is 16B.If rendering is enabled (as per SOL state) the vertex size must be
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programmed as a multiple of 32B units. In other words, the only time software can program a
vertex size with an odd number of 16B units is when rendering is disabled.

22:17

Output Topology

| Format: 3D_Prim_Topo_Type

This field specifies the topology type (3DPrimType) to be associated with GS-thread output
vertices (if any).

16:11

Vertex URB Entry Read Length
Specifies the amount of URB data read and passed in the thread payload for each Vertex URB
entry, in 256-bit register increments.

Programming Notes

Programming Restriction: This field must be a non-zero value if Include Vertex Handles is
cleared to zero.

10

Include Vertex Handles

Format: Boolean

If set, all the input Vertex URB handles are included in the payload. These are referred to as "pull
model" URB handles, as the thread will use them to read from the URB.

Programming Notes

Programming Restriction: This field must be set if Vertex URB Entry Read Length is cleared to
zero.

9:4

Vertex URB Entry Read Offset

Format: ué

Specifies the offset (in 256-bit units) at which Vertex URB data is to be read from the URB before
being included in the thread payload. This offset applies to all Vertex URB entries passed to the
thread.

3:0

Dispatch GRF Start Register For URB Data

Format: U4

Specifies the starting GRF register number for the URB portion (Constant + Vertices) of the
thread payload.

The Dispatch GRF Start Register for URB Data [5:4] field is used to extend the range of the
starting GRF register number to [0,63].

Value Name Description

[0,15] indicating bits [3:0] of the GRF number

Programming Notes

If Include Vertex Handles is enabled (pull or hybrid handles case), then
For simd4x2:
For DUAL_OBJECT dispatch mode this field should be:
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(((2*numVerticesPerObject) + 8 - 1)/8) + 1

For SINGLE and DUAL_INSTANCE dispatch modes this field should be:
((numVerticesPerObject +8 - 1)/8) + 1

If Include Primitive ID is set, then add 1 to the value obtained by using the above

If Include Vertex Handles is enabled (pull or hybrid handles case), then. simd8:For
InstanceCount == T:numVerticesPerObject 2For InstanceCount > 1:((numVerticesPerObject 8 -
1)/8) 2If Include Primitive ID is set, then add 1 to the value obtained by using the above

6 31:24 | Reserved
Access: RO
Format: MBZ
23:20 | Control Data Header Size

Format: U4

Specifies the number of 32B units of control data header located at the start of the GS URB
entry. The value 0 indicates there is no control data header, and Control Data Format is ignored
and neither Cut nor StreamlID bits are defined. Software must ensure that the Control Data
Header Size is sufficient to accommodate the maximum number of vertices possibly output by
the GS thread. It is UNDEFINED for a GS thread to report more output vertices than can be
accommodated in a non-zero-sized header.

Value Name

[0,8] 32B Units

19:15

Instance Control

Format: U5-1

Specifies the number of instances (minus one) for each input object. To avoid confusion, this
document uses the term “InstanceCount” to refer to InstanceControl+1, with a range of [1,32]If
InstanceCount>1, DUAL_OBJECT mode is invalid. Software will likely want to use
DUAL_INSTANCE mode for higher performance, but SINGLE mode is also supported. When
InstanceCount=1 (one instance per object), software can decide which dispatch mode to use.
DUAL_OBJECT mode would likely be the best choice for performance, followed by SINGLE mode.
DUAL_INSTANCE mode is not recommended but is supported.

Value Name Description

[0,31] Indicating [1,31] instances

14:13

Default Stream Id

Format: uz2

When the GS is enabled, unless the GS output entry contains StreamID bits in the control
header, this field specifies the default StreamID associated with any GS-thread output vertices.
When the GS is disabled, StreamID will be output as 0.

12:11

Dispatch Mode
Format: u2
This field specifies how the GS unit dispatches multiple instances and/or multiple objects.

Value | Name Description Programming Notes

3h SIMD8 | Each thread shades up to 8 The driver must send pipe control with a cs
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different objects or (if stall after a 3dstate_gs state change and the
InstanceCount >1) 8 instances | Dispatch Mode is simd8 and the number of
of a single object. handles allocated to gs is less than 16.

Programming Notes

The GS must be allocated at least two URB handles or behavior is UNDEFINED for Dual Instance
or Dual Object mode.

The only valid Dispatch Mode is SIMDS8.

10 |Statistics Enable
Format: Enable
This bit controls whether GS-unit-specific statistics register(s) can be incremented.
Value | Name Description
Oh Disable | GS_INVOCATIONS_COUNT and GS_PRIMITIVES_COUNT cannot increment
1h Enable |GS_INVOCATIONS_COUNT and GS_PRIMITIVES_COUNT can increment
9:5 [Invocations Increment Value
Format: us
Specifies how much to increment the GS_INVOCATIONS_COUNT for each instance of each
object. This control is provided to allow software to process multiple instances (from an APl POV)
in a single kernel invocation. In SINGLE dispatch mode, the counter will increment by this value
for each dispatch (as it's only one instance of one object). In DUAL_INSTANCE mode, the counter
will be incremented by the value if only one instance is included in the dispatch (i.e., the last odd
instance), otherwise the counter will be incremented by twice this value.In DUAL_OBJECT
dispatch mode, the counter will be incremented by the value if only one object is included in the
dispatch (i.e., a forced dispatch of one object), otherwise the counter will be incremented by
twice this value.
Value Name Description
[0,31] indicating an increment of [1,32]
4 |Include Primitive ID
| Format: Boolean |
If set, R1 of the payload is written with Primitive ID value(s).If clear, these Primitive ID values are
not included in the payload R1.
3 [Hint
| Format: U1 |
This state bit is simply passed in GS thread payloads for use by the GS kernel - it has no other
impact on hardware operation.
2 |Reorder Mode

This bit controls how vertices of triangle objects resulting from TRISTRIP[_ADJ][_REV] topologies
are [reJordered when passed in the GS thread payload See Object Vertex Ordering table (below).

Value| Name Description

Oh LEADING |Reorder the vertices of alternating triangles of a TRISTRIP[_ADJ] such that the
leading (first) vertices are in consecutive order starting at v0. A similar
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reordering is performed on alternating triangles in a TRISTRIP_REV.

1h TRAILING | Reorder the vertices of alternating triangles of a TRISTRIP[_ADJ] such that the
trailing (last) vertices are in consecutive order starting at v2. A similar
reordering is performed on alternating triangles in a TRISTRIP_REV.

Discard Adjacency

Format: Enable

When set, adjacent vertices will not be passed in the GS payload when objects with adjacency
are processed. Instead, only the non-adjacent vertices will be passed inthe same fashion as the
without-adjacency form of the primitive. Software should set this bit whenever a GS kernel is
used that does not expect adjacent vertices. This allows both with-adjacency/without-adjacency
variants of the primitive to be submitted to the pipeline (via 3DPRIMITIVE) - the GS unit will
silently discard any adjacent vertices and present the GS thread with only the internal object.
When clear, adjacent vertices will be passed to the GS thread, as dictated by the incoming
primitive type. Software should only clear this bit when a GS kernel is used that does expect
adjacent vertices. E.g., if the GS kernel is compiled to expect a TRIANGLE_AD) object, software
must clear this bit. Software should also clear this bit if the GS kernel expects a POINT or
PATCHLIST_n object (which don't have with-adjacency variants).

The only hardware assistance is to allow the submission of a with-adjacency variant of a
primitive when operating with a GS kernel that expects the without-adjacency variant of the
object. (E.g., when the GS kernel is compiled to expect a TRIANGLE object, software should set
this bit just in case a TRILIST_ADJ is submitted to the pipeline.) Note that the GS unit is
otherwise not aware of the object type that is expected by the GS kernel. It is up to software to
ensure that the submitted primitive type (in 3DPRIMITIVE) is otherwise compatible with the
object type expected by the GS kernel. (E.g., if the GS kernel expects a LINE_ADJ object, only
LINELIST_AD)J or LINESTRIP_ADJ should be submitted, otherwise the GS kernel will produce
unpredictable results.) Also note that it is possible to craft a GS kernel which can accept any
object type that's thrown at it by first examining the PrimType passed in the payload and then
using this info to correctly interpret the number of vertices passed in the payload.

Enable

Format: Enable

Specifies whether the GS stage is enabled or disabled (pass-through).

Control Data Format

Format: U1

This field specifies the format of the control data header (if any).

Value | Name Description

Oh CUT | The control data header contains Cut bits.

1h SID | The control data header contains StreamlID bits. Output Topology must be set to
POINTLIST, or behavior is UNDEFINED.
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30 [Static Output
Format: | Enable
Specifies whether the GS shader outputs a static number of vertices per invocation. If this bit is
clear, the number of vertices output by each GS shader invocation is stored by the GS thread in
Vertex Count at the very beginning of the output URB entry (see GS URB Entry description).
29:27 | Reserved
Access: RO
Format: MBZ
26:16 | Static Output Vertex Count
Format: uti
If GSEnable is ENABLED and StaticOutput is ENABLED, this field specifies the total number of
vertices output each GS shader invocation. If GSEnable is ENABLED and StaticOutput is
DISABLED (i.e., variable GS output), the total number of vertices output by a GS shader invocation
is stored by the thread at the very beginning of the output URB entry, and this field is ignored.
(See GS URB Entry description ).
Value Name
[0,1024]
15:9 |Reserved
Access: RO
Format: MBZ
8:0 |Maximum Number of Threads
Format: U9-1
Specifies the maximum number of simultaneous threads allowed to be active. Used to avoid
using up the scratch space. Programming the value of the max threads over the number of
threads based off number of threads supported in the execution units may improve performance
since the architecture allows threads to be buffered between the check for max threads and the
actual dispatch into the EU. Programming the max values to a number less than the number of
threads supported in the execution units may reduce performance.
Value Name Description
[0,335] indicating thread count of [1,336]
31:27 | Reserved
Access: RO
Format: MBZ
26:21 | Vertex URB Entry Output Read Offset

Format: ué6

Specifies the offset (in 256-bit units) at which Vertex URB data is to be read from the URB by
SBE.

Value Name

[0,63]

36
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20:16

Vertex URB Entry Output Length
Format: | us

Specifies the amount of URB data written for each Vertex URB entry, in 256-bit register
increments.

Value Name

[1,16]

Programming Notes

This length does not include the vertex header.

15:8

User Clip Distance Clip Test Enable Bitmask
Format: Enable[8]
This 8 bit mask field selects which of the 8 user clip distances against which trivial reject / trivial

accept / must clip determination needs to be made.DX10 allows simultaneous use of
ClipDistance and Cull Distance test of up to 8 distances.

7:0

User Clip Distance Cull Test Enable Bitmask
Format: Enable[8]

This 8 bit mask field selects which of the 8 user clip distances against which trivial reject / trivial
accept determination needs to be made (does not cause a must clip).DX10 allows simultaneous
use of ClipDistance and Cull Distance test of up to 8 distances.
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3DSTATE_HIER DEPTH_BUFFER_BODY
Source: RenderCS
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0 31:25 | Hierarchical Depth Buffer Object Control State
Format: MEMORY_OBJECT_CONTROL_STATE
Specifies the memory object control state for the hierarchical depth buffer.
24 |Reserved
Access: RO
Format: MBZ
23:22 | Tiled Mode
Description
This field specifies the tiled resource mode.
Value Name Description
Oh No tiled resource (Tile Y Mode)
1h TILEYF 4KB tiled resources
2h TILEYS 64KB tiled resources
3h Reserved
Programming Notes
HZ buffer only supports Tile Y mode.
21 |Reserved
Access: RO
Format: MBZ
20 |Write thru enable for Texture
Description
This bit must be set if the Depth buffer is used as a texture. If this bit is set, HZ will force a write
of non-clear values to the Depth buffer avoiding the need of a Depth resolve. This means that
HZ will not write planes to the HZ$.
Value Name
1h Enable
Oh Disable [Default]
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Programming Notes

For MSAA with multiple resolves, SW may set this bit after the first resolve with compression
disabled to enforce HW to write-through to depth buffer as uncompressed data to save on
future resolves.

However the clears on a surface must be done with this bit reset for MSAA.

19:18 | Reserved
Access: RO
Format: MBZ
17 |Reserved
Access: RO
Format: MBZ
16:0 | Surface Pitch
Format: u17-1
This field specifies the pitch of the hierarchical depth buffer in (#Bytes - 1).
Value Name

[7Fh,1FFFFh] | corresponding to [128B, 512KB] also restricted to a multiple of 128B

Programming Notes

Since this surface is tiled, the pitch specified must be a multiple of the tile pitch, in the range
[128B, 128KB].

1.2 | 63:0

Surface Base Address

Format: GraphicsAddress[63:0]

This field specifies the address of the buffer in Graphics Memory.

Programming Notes

The Hierarchical Depth Buffer can only be mapped to Main Memory (uncached).
If the surface is tiled, the base address must conform to the Per-Surface Tiling Alignment Rules
as documented in TBD.

3 31:16 | Reserved
Access: RO
Format: MBZ
15 [Reserved
Access: RO
Format: MBZ
14:0 | Surface QPitch
Format: U17[16:2]

The interpretation of this field is dependent on Surface Type as follows:
e SURFTYPE_2D/CUBE: distance in rows between array slices
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Format:

QPitch[16:2]

Value

Name

Description

[1h,7FFFh]

in multiples of 4 (low 2 bits missing)

Programming Notes

This field must be set to an integer multiple of 16 (QPitch[3] MBZ) Software must ensure that
this field is set to a value sufficiently large such that the array slices in the surface do not
overlap. Refer to the Memory Data Formats section for information on how surfaces are stored

in memory.

40
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Source:
Size (in bits):
Default Value:

RenderCS
256

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000

DWord| Bit Description
0 31:30 | Reserved
Access: RO
Format: MBZ
29:27 | Sampler Count

Format: u3

Specifies how many samplers (in multiples of 4) the HS kernels use. Used only for prefetching
the associated sampler state entries.

Value Name Description
Oh No Samplers no samplers used
Th 1-4 Samplers between 1 and 4 samplers used
2h 5-8 Samplers between 5 and 8 samplers used
3h 9-12 Samplers between 9 and 12 samplers used
4h 13-16 Samplers between 13 and 16 samplers used
5h-7h Reserved Reserved

26 |Reserved
Access: RO
Format: MBZ
25:18 | Binding Table Entry Count

Format: us

When HW Generated Binding Table is disabled: Specifies how many binding table entries the
kernel uses. Used only for prefetching of the binding table entries and associated surface state.
Note: For kernels using a large number of binding table entries, it may be wise to set this field to
zero to avoid prefetching too many entries and thrashing the state cache.

Programming Notes

When HW binding table bit is set, it is assumed that the Binding Table Entry Count field will be
generated at JIT time.

17

Thread Dispatch Priority
Specifies the priority of the thread for dispatch

Value Name Description

Oh Normal Normal Priority
1h High High Priority
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16 |Floating Point Mode

Specifies the initial floating point mode used by the dispatched thread.
Value Name Description
Oh I[EEE-754 Use IEEE-754 Rules
1h alternate Use alternate rules
15:14 | Reserved

Access: RO
Format: MBZ

13 |lllegal Opcode Exception Enable
Format: Enable
This bit gets loaded into EU CR0.1[12] (note the bit # difference). See Exceptions and ISA
Execution Environment.

12 |Software Exception Enable
Format: Enable
This bit gets loaded into EU CRO1[13] (note the bit # difference). See Exceptions and ISA
Execution Environment.

11 [Reserved
Access: RO
Format: MBZ

10:8 | Reserved
Format: MBZ

7:4 |Reserved
Access: RO
Format: MBZ

3:0 |Reserved
Access: RO
Format: MBZ

31 |Enable
Format: Enable

Specifies whether the HS function is enabled or disabled (pass-through). If ENABLED
MI_TOPOLOGY_FILTER must be used to silently discard any topologies that the HS kernel is not
expecting. E.g., if the HS kernel is expecting PATCHLIST_32 topologies, MI_TOPOLOGY_FILTER
must be set to PATCHLIST_32 so only those topologies can reach the enabled HS.

Programming Notes

The tessellation stages (HS, TE and DS) must be enabled/disabled as a group. l.e., draw
commands can only be issued if all three stages are enabled or all three stages are disabled,
otherwise the behavior is UNDEFINED.
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30 |Reserved
Access: RO
Format: MBZ
29 |Statistics Enable
Format: Enable
This bit controls whether HS-unit-specific statistics register(s) will increment (for each patch).
28:17 | Reserved
Access: RO
Format: MBZ
16:8 | Maximum Number of Threads
Format: U9-1
Specifies the maximum number of simultaneous threads allowed to be active. Used to avoid
using up the scratch space. Programming the value of the max threads over the number of
threads based off number of threads supported in the execution units may improve performance
since the architecture allows threads to be buffered between the check for max threads and the
actual dispatch into the EU. Programming the max values to a number less than the number of
threads supported in the execution units may reduce performance.
Value Name Description
[0,335] indicating thread count of [1,336]
Programming Notes
The Maximum Number of Threads must be set to at least twice the setting of
3DSTATE_HS:Instance Count.
7:5 |Reserved
Access: RO
Format: MBZ
4.0 |Instance Count
Format: U5-1
This field determines the number of threads (minus one) spawned per input patch. If the HS
kernel uses a barrier function, software must restrict the Instance Count to the number of
threads that can be simultaneously active within a subslice. Factors which must be considered
includes scratch memory availability.
Value Name Description
[0,31] representing [1,32] instances
2.3 | 63:6 |Kernel Start Pointer

Format: InstructionBaseOffset[63:6]

This field specifies the starting location of the kernel program run by threads spawned by this FF
unit. It is specified as a 64-byte-granular offset from the Instruction Base Address.
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5:0 |Reserved
Access: RO
Format: MBZ
4.5 |63:32|Reserved
Access: RO
Format: MBZ
31:10| Scratch Space Base Pointer
Format: GeneralStateOffset[31:10]
Value | Name Description
[0,31] Specifies the location of the scratch space area allocated to this FF unit, specified
as a 1KB-granular offset from the General State Base Address. If required, each
thread spawned by this FF unit will be allocated some portion of this space, as
specified by Per-Thread Scratch Space.
9:4 [Reserved
Access: RO
Format: MBZ
3:0 [Per-Thread Scratch Space
Format: u4
Specifies the amount of scratch space to be allocated to each thread spawned by this FF
unit.The driver must allocate enough contiguous scratch space, starting at the Scratch Space
Base Pointer, to ensure that the Maximum Number of Threads can each get Per-Thread Scratch
Space size without exceeding the driver-allocated scratch space.
Value Name Description
[0,11] Indicating[1K Bytes, 2M Bytes
6 31:29 | Reserved
Access: RO
Format: MBZ
28 | Dispatch GRF Start Register For URB Data [5]
Format: U1
Specifies bit [5] of the starting GRF register number for the URB portion (Constant + Vertices) of
the thread payload. The Dispatch GRF Start Register For URB Data [4:0] field is used to specify
bits [4:0] of the starting GRF register number.
27 |Single Program Flow

Format: Enable

Specifies the initial condition of the kernel program as either a single program flow (SIMDnxm
with m = 1) or as multiple program flows (SIMDnxm with m > 1). See CRO description in /SA
Execution Environment.
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Value Name Description

Oh Reserved

1h Enable Single Program Flow Enabled

26

Vector Mask Enable

Format: Enable

Upon subsequent HS thread dispatches, this bit is loaded into the EU's Vector Mask Enable
(VME, cr0.0[3]) thread state. Refer to the EU documentation for the definition and use of VME
state.

Value | Name Description

Oh Dmask | The EU will use the Dispatch Mask (supplied by the HS stage) for instruction
execution.

1h Vmask | The EU will use the Vector Mask (derived from the Dispatch Mask) for
instruction execution.

Programming Notes

Under normal conditions SW shall specify DMask, as the HS stage will provide a Dispatch Mask
appropriate to SIMD4x2 or SIMD8 thread execution (as a function of dispatch mode). E.g., for
SIMDA4x2 thread execution, the HS state will generate a Dispatch Mask that is equal to what the
EU would use as a Vector Mask. For SIMD8 execution there is no known usage model for use of
Vector Mask (as there is for PS shaders).

25

Accesses UAV

Format: Enable

This field must be set when HS has a UAV access

Programming Notes

This field must not be set when HS Function Enable is disabled.

24

Include Vertex Handles

Format: Boolean

If set, all the input Vertex URB handles are included in payloads. This field is ignored if HS
Function Enable is DISABLED.

Programming Notes

Programming Restriction: This field must be set if value if Vertex URB Entry Read Length is
cleared to zero.

23:19

Dispatch GRF Start Register For URB Data

Format: us

Specifies the starting GRF register number for the URB portion (Constant + Vertices) of the
thread payload. This field is ignored if HS Function Enable is DISABLED.

The Dispatch GRF Start Register for URB Data [5] field is used to extend the range of the
starting GRF register number to [0,63].
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Value Name Description
[0,31] indicating bits [4:0] of the GRF number

Programming Notes

When Include Vertex Handles is set for non-instanced 8_PATCH dispatch of PATCHLIST_30..32
objects, pushed vertex data and/or pushed constants cannot be used as they would need to
start in the payload beyond the range of this field (i.e., beyond R31). When Include PrimitivelD

is also set, this issue extends to non-instanced 8_PATCH dispatch of PATCHLIST_29..32 objects.

18:17

Dispatch Mode
Format: u2
This field is unused to set the current thread dispatch mode for the HS stage.

Value| Name Description

2h 8_PATCH | HS threads are passed inputs and an output handle associated with (up to) 8
patches in SIMD8 fashion. See 8_PATCH Thread Payload.

3h Reserved

Programming Notes

DUAL_PATCH is not supported.

16:11

Vertex URB Entry Read Length
Format: U6

Specifies the amount of URB data read and passed in the thread payload for each Vertex URB
entry, in 256-bit register increments. This field is ignored if HS Function Enable is DISABLED.

Value Name

[0,63]

Programming Notes

Programming Restriction: This field must be a non-zero value if Include Vertex Handles is
cleared to zero.

10 |Reserved
Access: RO
Format: MBZ
9:4 |Vertex URB Entry Read Offset

Format: ue6

Specifies the offset (in 256-bit units) at which Vertex URB data is to be read from the URB before
being included in the thread payload. This offset applies to all Vertex URB entries passed to the
thread. This field is ignored if HS Function Enable is DISABLED.

Value Name

[0,63]
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3:1 |Patch Count Threshold
Format:

U3
Specifies the maximum number of patches that will be accumulated before a thread is

dispatched. The dispatch of threads can (optionally) be forced before a full complement of eight
atches have been accumulated.

Value| Name
[1,7]

Description

This specifies the maximum number of patches that will be accumulated
before a thread dispatch is forced.

Early thread dispatch due to the Patch Count Threshold is disabled. A full
complement of 8 patches can be accumulated before a thread is dispatched.
0 |Include Primitive ID

[Default]

Format: Enable

If set, R1 of the payload is written with Primitive ID value(s).If clear, these Primitive IDs are not
included in the payload R1.

Programming Notes

This field is only used when DUAL_PATCH DispatchMode is specified. In SINGLE_PATCH, the
single Primitive ID is always passed in RO.

7 31:0 |Reserved
Access:

RO
MBZ

Format:
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Source: RenderCS
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0 31:12 | Reserved
Access: RO
Format: MBZ
11 |L3 Bypass Disable
Format: Disable
Description
When set, index data fetches are routed through the L3 and therefore that index data may be
coherent with the L3 cache, as controlled by the Memory Object Control State (MOCS) value.
le., if portions of the index buffer already reside in the L3 (e.g., were written or read by another
L3 agent), reads from VF may hit in the L3 with the cached data returned to VF. If reads from VF
miss in the L3 cache, the reads are directed to the next higher in the memory hierarchy, but the
data returned is not placed in the L3 cache. The MOCS value must not be set to cache the data
in L3.
When clear, index data fetches bypass the L3 logic, therefore precluding the coherency of that
data in the L3 cache. If the vertex buffer data can be cached in L3, the L3 cache must first be
flushed to maintain vertex buffer data coherency.
10 |Reserved
Access: RO
Format: MBZ
9:8 |Index Format
Format: u2
This field specifies the data format of the index buffer. All index values are UNSIGNED.
Value Name
Oh BYTE
Th WORD
2h DWORD
7 |Reserved
Access: RO
Format: MBZ
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6:0 |Memory Object Control State

| Format: | MEMORY_OBJECT_CONTROL_STATE

Specifies the memory object control state for this index buffer.

1.2 | 63:0 |Buffer Starting Address

| Format: | GraphicsAddress[63:0]

Description

VIRTUAL_ADDR[63:48] are ignored by the HW.

This field contains the size-aligned (as specified by Index Format) Graphics Address of the first
element of interest within the index buffer. Software must program this value with the
combination (sum) of the base address of the memory resource and the byte offset from the
base address to the starting structure within the buffer.

Programming Notes

Index Buffers can only be allocated in linear (not tiled) graphics memory.

3 31:0 |Buffer Size

Format: u32

This field specifies the size of the buffer in bytes. Index accesses which straddle or go past the
end of the buffer will return 0..Note that BufferSize=0 indicates that there is no valid data in the
buffer.

Value Name

[0, FFFFFFFFh]
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Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:6 | Reserved
Access: RO
Format: MBZ
5 |Pixel Position Offset Enable
Format: Enable
Enables the device to offset pixel positions by 0.5 both in horizontal and vertical directions.
Programming Notes
Setting this field along with setting the Pixel Location to upper left and number of multisamples
to greater than one will cause the device to offset pixel positions by 0.5 both in horizontal and
vertical directions.
It is to be noted this is done to adjust the pixel co-ordinate system to DX9 like, so any
WM_HZ_OP screen space rectangles (eg: legacy HiZ Clear, Resolve etc) generated internally by
driver in this mode needs to be aware of this offset adjustment and send the rectangles
according to alignment restriction taking this offset adjustment into consideration.
SW can choose to set this bit only for DX9 API. DX10/OGL API's should not have any effect by
setting or not setting this bit.
4 | Pixel Location
Format: U1
This field specifies where the device evaluates "pixel" (vs. centroid or sample) values/attributes.
Value Name Description
Oh CENTER Use the pixel center (0.5, 0.5 offset)
Th UL_CORNER Use the pixel upper-left corner
Programming Notes
The programming of this field is assumed to be a function of the API being supported.
Specifically, it is expected that OpenGL and DX10+ APIs require CENTER selection, while DX9-
APIs require UL_CORNER selection.
When 3DSTATE_RASTER::ForcedSampleCount is other than NUMRASTSAMPLES_0, this field
must be Oh.
3:1 | Number of Multisamples
Format: u3
This field specifies how many samples/pixel exist in all RTs and the Depth Buffer, as
log2(#samples). This field is valid regardless of the setting of Multisample Rasterization Mode.
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Value Name Description
Oh 1 1 sample/pixel
1h 2 2 samples/pixel
2h 4 4 samples/pixel
3h 8 8 samples/pixel
4h 16 16 samples/pixel
5h-7h Reserved

Programming Notes

The setting of this field must match the Number of Multisamples field in SURFACE_STATE of all
bound render targets.

0 |Reserved

Access:

RO

Format:

MBZ
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3DSTATE_PRIMITIVE_REPLICATION_BODY

Source: RenderCS

Size (in bits): 160

Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description

0 31:16 | Replica Mask

rasterized. Bits k >= numReplicas are ignored

Specifies which replicas should be drawn. If bit k (0 <= k < 16) is clear, then replica k will not be

15:4 |Reserved

Access:

RO

Format:

MBZ

3:0 [Replication Count

Format:

U4

Specifies the number of replica positions produced by the last pre-raster shader. This value must
match the SV_Position array length of the last pre-raster shader

Value

Name

[Oh, Fh]

1 31:28 | Viewport Offset[7]

| Format:

[ |

Specifies an offset to add to SV_ViewportArraylndex for each replica

27:24 | Viewport Offset[6]

| Format:

Jua |

Specifies an offset to add to SV_ViewportArraylndex for each replica

23:20 | Viewport Offset[5]

| Format:

ua |

Specifies an offset to add to SV_ViewportArraylndex for each replica

19:16 | Viewport Offset[4]

| Format:

|ua |

Specifies an offset to add to SV_ViewportArraylndex for each replica

15:12 | Viewport Offset[3]

| Format:

[ |

Specifies an offset to add to SV_ViewportArraylndex for each replica
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11:8 | Viewport Offset[2]
| Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
7:4 |Viewport Offset[1]
| Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
3:0 |Viewport Offset[0]
| Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
2 31:28 | Viewport Offset[15]
| Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
27:24 | Viewport Offset[14]
| Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
23:20 | Viewport Offset[13]
| Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
19:16 | Viewport Offset[12]
| Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
15:12 | Viewport Offset[11]
Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
11:8 | Viewport Offset[10]
Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
7:4 |Viewport Offset[9]
Format: | u4
Specifies an offset to add to SV_ViewportArraylndex for each replica
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3:0 |Viewport Offset[8]

| Format: | U4

Specifies an offset to add to SV_ViewportArraylndex for each replica

3 |31:28|RTAI Offset[7]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

27:24 | RTAI Offset[6]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

23:20 | RTAI Offset[5]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

19:16 | RTAI Offset[4]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

15:12 | RTAI Offset[3]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

11:8 | RTAI Offset[2]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

7:4 |RTAI Offset[1]

Format: | U4

Specifies an offset to add to SV_RenderTargetArrayIndex for each replica

3:0 | RTAI Offset[0]

Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

4 31:28 | RTAI Offset[15]

Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica
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27:24

RTAI Offset[14]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

23:20

RTAI Offset[13]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

19:16

RTAI Offset[12]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

15:12

RTAI Offset[11]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

11:8

RTAI Offset[10]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

74

RTAI Offset[9]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

3:0

RTAI Offset[8]

| Format: | U4

Specifies an offset to add to SV_RenderTargetArraylndex for each replica

Doc Ref # IHD-OS-TGL-Vol 2d-12.21

55




intel

3DSTATE_PS_BLEND_BODY

3DSTATE_PS_BLEND_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31 |Alpha To Coverage Enable
Format: Enable
If set, indicates that AlphaToCoverage is on RT[0], since this bit must be set the same for all RTs
in the MRT case.
30 |[Has Writeable RT
| Format: | Enable
When set indicates the there is at least one non-null RT w/ at least one channel write enabled
29 |Color Buffer Blend Enable
| Format: | Enable
When set indicates that RT[0] has color buffer blend enabled.
28:24 | Source Alpha Blend Factor
| Format: | 3D_Color_Buffer_Blend_Factor
Indicates the "source factor" in alpha Color Buffer Blending stage for RT[0]
23:19 | Destination Alpha Blend Factor
| Format: | 3D_Color_Buffer_Blend_Factor
Indicates the "destination factor" in alpha Color Buffer Blending stage for RT[0]
18:14 | Source Blend Factor
| Format: I 3D_Color_Buffer_Blend_Factor
Indicates the "source factor" in Color Buffer Blending stage for RT[0]
13:9 | Destination Blend Factor
| Format: | 3D_Color_Buffer_Blend_Factor
Indicates the "destination factor" in Color Buffer Blending stage for RT[0]
8 |Alpha Test Enable

| Format: Enable

Indicates the AlphaTestEnable for RT[0]

56

Doc Ref # IHD-OS-TGL-Vol 2d-12.21




intel

3DSTATE_PS_BLEND_BODY

7 |Independent Alpha Blend Enable
Format: | Enable

Indicates the Independent Alpha Blend Enable for RT[0] When enabled, the other fields in this
instruction control the combination of the alpha components in the Color Buffer Blend stage.
When disabled, the alpha components are combined in the same fashion as the color

components.
6:0 |Reserved
Access: RO
Format: MBZ
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Source:

Size (in bits):
Default Value:

RenderCS
352

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000

DWord| Bit Description
0.1 63:6 | Kernel Start Pointer 0

Format: InstructionBaseOffset[63:6]

Specifies the 64-byte aligned address offset of the first instruction in the kernel[0]. This pointer is
relative to the Instruction Base Address.

5:0 |Reserved
Access: RO
Format: MBZ
2 31 |Single Program Flow
Single Program Flow (SPF) specifies the initial condition of the kernel program as either a single
program flow (SIMDnxm with m = 1) or as multiple program flows (SIMDnxm with m > 1). See
CRO description in ISA Execution Environment.
Value Name Description
Oh Multiple Multiple Program Flows
1h Single Single Program Flows
30 |Vector Mask Enable

Format: Enable

When SPF=0, Vector Mask Enable (VME) specifies which mask to use to initialize the initial
channel enables. When SPF=1, VME specifies which mask to use to generate execution channel
enables.

Value Name Description
Oh Dmask Channels are enabled based on the dispatch mask
1h Vmask Channels are enabled based on the vector mask
29:27 | Sampler Count

Specifies how many samplers (in multiples of 4) the vertex shader 0 kernel uses. Used only for
refetching the associated sampler state entries.

Value Name Description
[04]
Oh No Samplers no samplers used
Th 1-4 Samplers between 1 and 4 samplers used
2h 5-8 Samplers between 5 and 8 samplers used
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3h 9-12 Samplers between 9 and 12 samplers used
4h 13-16 Samplers between 13 and 16 samplers used
5h-7h Reserved

26 |Single Precision Denormal Mode
Specifies the single precision denornal mode used by the dispatched thread.

Value Name Description
Oh Flushed to Zero Single Precision denormals are flushed to zero
1h Retained Single Precision denormals are retained
25:18 | Binding Table Entry Count
Specifies how many binding table entries the kernel uses. Used only for prefetching of the
binding table entries and associated surface state. Note: For kernels using a large number of
binding table entries, it may be advantageous to set this field to zero to avoid prefetching too
many entries and thrashing the state cache. This field is ignored if [PS Function Enable] is
DISABLED.
When [HW Generated Binding Table] bit is enabled: This field indicates which cache lines
(512bit units - 32 Binding Table Entry section) should be fetched. Each bit in this field
corresponds to a cache line. Only the 1st 4 non-zero Binding Table entries of each 32 Binding
Table entry section prefetched will have its surface state prefetched. See 3D Pipeline for more
information.
Programming Notes

When HW binding table bit is set, it is assumed that the Binding Table Entry Count field will be
generated at JIT time.

17 | Thread Dispatch Priority
Specifies the priority of the thread for dispatch.

Value Name Description

Oh Normal Normal Priority
1h High High Priority

16 |Floating Point Mode
Specifies the floating point mode used by the dispatched thread.

Value Name Description
Oh IEEE-754 Use IEEE-754 rules
1h Alternate Use alternate rules
15:14 | Rounding Mode
Specifies the rounding mode used by the dispatched thread.
Value Name Description

Oh RTNE Round to Nearest Even
1h RU Round toward +infinity
2h RD Round toward -infinity
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| 3h | RTZ | Round toward zero
13 |lllegal Opcode Exception Enable
Format: | Enable
This bit gets loaded into EU CR0.1[12] (note the bit # difference). See Exceptions and ISA
Execution Environment.
12 |Reserved
Access: RO
Format: MBZ
11 | Mask Stack Exception Enable
Format: Enable
This bit gets loaded into EU CR0.1[12] (note the bit # difference). See Exceptions and ISA
Execution Environment.
10:8 |Reserved
| Format: | MBZ
7 |Software Exception Enable
| Format: | Enable
This bit gets loaded into EU CR0.1[13] (note the bit # difference). See Exceptions and ISA
Execution Environment.
6.0 |Reserved
Access: RO
Format: MBZ
3.4 |63:32|Reserved
Access: RO
Format: MBZ
31:10| Scratch Space Base Pointer
Format: GeneralStateOffset[31:10]
Specifies the 1k-byte aligned address offset to scratch space for use by the kernel. This pointer is
relative to the General State Base Address.
Programming Notes
Scratch Space per slice is computed based on 4 sub-slices. SW must allocate scratch space
enough so that each slice has 4 slices allowed.
9:4 |Reserved
Access: RO
Format: MBZ
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3.0

Per Thread Scratch Space

Format: | U4

Specifies the amount of scratch space allowed to be used by each thread. The driver must
allocate enough contiguous scratch space, pointed to by the Scratch Space Pointer, to ensure
that the Maximum Number of Threads each get Per Thread Scratch Space size without exceeding
the driver-allocated scratch space.

Value Name

[0,11] indicating [1k bytes, 2M bytes] in powers of two

5 31:23

Maximum Number of Fused Threads Per PSD

Format: U9-1

Description

Specifies the maximum number of simultaneous virtual fused threads allowed to be active per
Pixel Shader Dispatch(PSD). PSD serves a pair of subslices. This bit-field can be programmed in
the range: [0,63] each integer in the range linearly maps to maximum number of virtual fused
threads in the range: [1, 64]. The allowable range is larger than the maximum number of fused
physical threads per PSD. It is advantageous for performance reasons to allow more virtual
threads than physical threads to ensure maximum usage of compute resources.

Each fused thread represents 2 threads.

Programming Notes

If this field is changed between 3DPRIMITIVE commands, a PIPE_CONTROL command with Stall
at Pixel Scoreboard set is required to be issued.

This note only applies to 2 pass AMFS approach where AMFS unit launches Texel Shaders.

This deadlock workaround is not needed for 3 pass approach where evaluate message does not
cause AMFS unit to spawn Texel Shaders.

When Pixel Shader contains one or more evaluate message for Procedural Texture, and AMFS is
expected to dispatch Texel Shaders, the maximum number of fused virtual threads must be
programmed to be less than maximum number of fused physical threads possible per PSD.
Maximum number of fused physical threads is device specific. (see device specific programming
notes for this field)This ensures that AMFS unit never gets deadlocked by restricting PSD from
using all available compute resources. For typical Procedural Texture usage model we can
program one less than maximum physical fused threads.

22

Reserved

Access: RO

Format: MBZ

21

Pixel Scoreboard Disable
Setting this bit disables the pixel shader scoreboard for ordering the RTs and ROVs on the same
screen space coordinates.

Programming Notes

There are cases when ordering the render target outputs or ROV outputs from the shader, for
example:
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1) all blend functions are commutative, here are the most common cases:

BLEND_OP = ADD or MIN or MAXand both src and dst blend factors are constants= 1.0.

2) There is no over-draw in the render pass (for example full screen 3D PASS which accesses a
pixel in the color buffer just once).

When HW detects the change in this bit, it implicitly performs the PS scoreboard stall before
allowing the subsequent group of pixel shader threads.

When SIMD32 is enabled, this bit must not be set. Pixel Scoreboard must always be enabled
when SIMD32 is enabled.

20

Reserved

Access: RO
Format: MBZ

19:12

Clear/Resolve BTI for Render Target

Description

When Color Clear or Resolve bit is set in this state packet, this bit field indicates BTl to be used
to access the Render Target Surface that's being cleared/resolved.

11

Push Constant Enable

Format: Enable

This field must be enabled if the sum of the PS Constant Buffer [3:0] Read Length fields in
3DSTATE_CONSTANT_PS is nonzero, and must be disabled if the sum is zero.

10

3D Scoreboard Address Size select
Select the granularity use for scoreboard address calculation.

Value Name
Oh 2x2
1h 4x2

Programming Notes

This bit field allows programmable pixel scoreboard granularity: 2X2 pixel block(value = 0) or
4X2 pixel block(value = 1). When the value of this bit field changes, HW detects the change and
takes the action to either force thread-group dependency or stalls at the scoreboard (based on
the MMIO(PSS_MODE2):Thread Group Dependency Control).

When enabling fused-SIMD32 dispatch mode, HW implicitly sets the scoreboard size to 4X2
independent of the value of this bit-field.

Overlapping Subspans Enable

Format: Enable

This field indicates if two subspans (from two objects) rasterized to same screen-space XY
coordinates can be packed into a single EU thread payload or across fused threads.

The shader compiler must set this field to DISABLED when pixel shader code requires serialized
execution on per-pixel basis; examples include pixel shader using RT reads or pixel sync.

This field must be set to DISABLED if kernel has any coding structures that can create possibility
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of younger object (e.g. upper fused thread or upper SIMD8 of dual-SIMD8 pair) to issue message
before older object in fused thread.
Examples include:

e SIMD16/dual-SIMDS8 thread issuing 2 SIMD8 messages

e A message issued from within if-else. (if message else different message)

e 3DSTATE_PS_EXTRAKkillpix is set and depth/stencil write is enabled

e 3DSTATE_PS_EXTRA:computed depth/stencil is set and depth/stencil write is enabled
e Read and write to same UAV or RT

Programming Notes

When 3DSTATE_PS:Pixel Scoreboard Disable is set, this field must be set. The intent of
scoreboard disable is to allow overlapping primitives in the shader stage and therefore
disabling overlapping pixels defeats the purpose of this optimization.

8 |Render Target Fast Clear Enable

Format: Enable

This field is set to enable fast clear of the bound render targets. See "Render Target Fast Clear"
and "MCS/CCS Buffers for Render Targets" for restrictions on enabling this field.

A general programming sequence for doing the Render Target Fast Clear requires:

-- setting up the Render Target State with RT that needs to be cleared as well as clear value is
stored at the Clear Value Address in the RT State

-- Provide the BTI for that RT in this state packet

-- set this bit in the state packet provided the fast clear guidelines described in the Fast Clear
section

-- DRAW command with a rectangle (scaled appropriately) as a primitive

Programming Notes

For PoSH based Tiled Rendering, Color Fast clear operation is recommended to be performed
outside of tile pass, for performance reasons. After Fast clear, render cache flush is required.

For PoSH based Tiled Rendering, Color Fast clear can be inside the tile pass without significant
performance penalty and it does not require render cache flush after fast clear of color.

When this bit is set, corresponding BTI for the render target that is being cleared must be equal
to 0.

When this bit is set, RENDER_SURFACE_STATE type must not be NULL.

3D/Volumetric surfaces do not support Fast Clear operation.

7:6 |Render Target Resolve Type

Format: uz2

Specifies what type of Render Target Resolve is needed for the surface to be consumed properly
by the end Client. Programming notes below.

Value Name Description Programming Notes
Oh RESOLVE_DISABLED | No Resolve Needed

1h RESOLVE_PARTIAL | Partial resolve is for resolving |Display engine does not support
RT for clear values i.e. it leaves |unresolved clear values in the
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no cache lines at implied clear |display buffer, hence this resolve is
value. required before binding any
compressed RT to the display via
flip commands.

2h FAST_CLEAR_O Fast Clear to 0 during Clear This state has to be programmed
Pass; Used to Initialize CCS only with Render Target Fast Clear
Buffer with Os to support Enable described above. If the
Lossless Compressed Without |Render Target Fast Clear = 0, this
Clear. Field Cannot be programmed to
2h.
3h RESOLVE_FULL Full Resolve is for Resolving

RT for Clear/Compressed to
Uncompressed State

Programming Notes

When this bit is set, corresponding BTI for the render target that is being resolved must be
equal to 0.

When this bit is set, RENDER_SURFACE_STATE type must not be NULL.

For multisample render target, this field must beRESOLVE_DISABLED.

3D/Volumetric surfaces do not support in-place resolve pass operation.

5 |Dual-SIMD8 Dispatch Enabled
Format: Enable
This field determines type of pixel shader enabled by8 Pixel Dispatch or Dual-8 Pixel Dispatch
Enable field.
If DISABLED, the pixel shader kernel receives SIMD8 payload (8 pixels from 1 object).
If ENABLED, the pixel shader kernel receives dual-SIMD8 payload (8 pixels from 1<t object and 8
pixels from 2" object)
4:3 [Position XY Offset Select

Format: uz2

This field specifies if/what Position XY Offset values are passed in the PS payload. Note that

these are per-slot (pixel|sample) offsets, and therefore separate from the subspan XY coordinates
assed in R1.

Value Name Description

Oh POSOFFSET_NONE No Position XY Offsets are included in the PS payload.
1h Reserved
2h POSOFFSET_CENTROID | Position XY Offsets will be passed in the PS payload, and these
will reflect the Centroid position(s).

3h POSOFFSET_SAMPLE | Position XY Offsets will be passed in the PS payload, and these
will reflect the multisample position(s).
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Programming Notes

SW Recommendation: If the PS kernel needs the Position Offsets to compute a Position XY
value, this field should match Position ZW Interpolation Mode to ensure a consistent
position.xyzw computation

If the PS kernel does not need the Position XY Offsets to compute a Position Value, then this
field should be programmed to POSOFFSET_NONE, as the PS kernel should be using the
various barycentric inputs to evaluate other-than-position attributes. However, this field can be
used to pass Centroid or Sample offsets in the payload for special test modes (e.g., where
barycentric coordinates are computed in the PS vs. being HW-generated and passed in the
payload).

MSDISPMODE_PERSAMPLE is required in order to select POSOFFSET_SAMPLE.

2 |32 Pixel Dispatch Enable

Format: Enable

Enables the Windower to dispatch 8 subspans in one payload. Variable Pixel Dispatch in Section:
Pixel Grouping (Dispatch size) control for valid pixel dispatch combinations.

Programming Notes

When NUM_MULTISAMPLES = 16 or FORCE_SAMPLE_COUNT = 16, SIMD32 Dispatch must not
be enabled for PER_PIXEL dispatch mode.

Must not be enabled when dispatch rate is sample AND NUM_MULTISAMPLES > 1.
SIMD32 may only be enabled if SIMD16 or (dual)SIMD8 is also enabled.

Must not be enabled when dispatch rate is coarse.

1 |16 Pixel Dispatch Enable

Format: Enable

Enables the Windower to dispatch 4 subspans in one payload. Variable Pixel Dispatch in Section:
Pixel Grouping (Dispatch size) control for valid pixel dispatch combinations.

0 |8 Pixel Dispatch Enable

Format: Enable

Description

Enables the Windower to dispatch 2 subspans from 1 object (polygon) in one payload. Variable
Pixel Dispatch in Section: Pixel Grouping (Dispatch size) control for valid pixel dispatch
combinations.

If Dual-SIMDS8 Dispatch Enabled, kernel pointer referenced by this field isDual-SIMD8 kernel
pointer instead of SIMD8 kernel pointer.Dual-SIMD8 and SIMD8 modes are mutually exclusive
and use the same kernel pointer entry.

If Dual-SIMD8 Dispatch Enabled, the Widower packs 2 subspans from one object followed by 2
subspans from another object into one PS thread payload.

Programming Notes

When Render Target Fast Clear Enable is ENABLED or Render Target Resolve Type =
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| RESOLVE_PARTIAL or RESOLVE_FULL, this bit must be DISABLED.

6 31:23

Reserved

Access: RO

Format: MBZ

22:16

Dispatch GRF Start Register For Constant/Setup Data 0

Format: u7

Specifies the starting GRF register number for the Constant/Setup portion of the thread payload
for kernel[0].

Value Name

[0,127]

15

Reserved

Access: RO

Format: MBZ

14:8

Dispatch GRF Start Register For Constant/Setup Data 1

Format: u7

Specifies the starting GRF register number for the Constant/Setup portion of the thread payload
for kernel[1].

Value Name

[0,127]

Reserved

Access: RO

Format: MBZ

6:0

Dispatch GRF Start Register For Constant/Setup Data 2

Format: u7

Specifies the starting GRF register number for the Constant/Setup portion of the thread payload
for kernel[2].

Value Name

[0,127]

7.8 | 636

Kernel Start Pointer 1

Format: InstructionBaseOffset[63:6]

Specifies the 64-byte aligned address offset of the first instruction in kernel[1]. This pointer is
relative to the Instruction Base Address.

5:0

Reserved

Access: RO

Format: MBZ
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9.10 | 63:6 |Kernel Start Pointer 2

Format: | InstructionBaseOffset[63:6]

Specifies the 64-byte aligned address offset of the first instruction in kernel[2]. This pointer is
relative to the Instruction Base Address.

5.0 |Reserved
Access: RO
Format: MBZ
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Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31 |Pixel Shader Valid
Format: Enable
When set indicates a valid pixel shader. When this bit clear the rest of this command should also
be clear.
30 |Pixel Shader Does not write to RT
Format: Enable
When set indicates the pixel shader does not write to render target.
Programming Notes
When Pixel Shader writes to UAV but does not write to RT, a dummy render target write is
required to convey EOT to the PS dispatch function. Hence, this bit must be reset in this case.
If there is no RT or a NULL RT, Pixel Shader Kills Pixel is reset, and there is no UAV output from
PS, SW must set this bit.
When Pixel Shader has evaluate message present, i.e. '3DSTATE_PS_EXTRA:PS has Evaluate
Message' is enabled, this bit field must be reset.
29 |oMask Present to Render Target
Format: Enable
This bit is inserted in the PS payload header and made available to the DataPort (either via the
message header or via header bypass) to indicate that oMask data from the shader (one or two
phases) is included in Render Target Write messages. If present, the oMask data is used to mask
off samples.
28 | Pixel Shader Kills Pixel
Format: Enable
This bit, if ENABLED, indicates that the PS kernel has the ability to kill (discard) pixels or samples,
other than due to depth or stencil testing. This bit is required to be ENABLED in the following
situations:

e The API pixel shader program contains "killpix" or "discard" instructions, or other code in
the pixel shader kernel that can cause the final pixel mask to differ from the pixel mask
received on dispatch.

27:26 | Pixel Shader Computed Depth Mode

Format: uz2

This field specifies the computed depth mode for the pixel shader.
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Value Name Description

Oh PSCDEPTH_OFF Pixel shader does not compute depth

1h PSCDEPTH_ON Pixel shader computes depth with no guarantee as to its value

2h PSCDEPTH_ON_GE

3h PSCDEPTH_ON_LE |Pixel shader computes depth and guarantees that oDepth <=
SourceDepth

If the Position ZW interpolation mode in 3DSTATE_WM does not
match the DX Multisample Rasterization mode in 3DSTATE_RASTER,
HW will internally convert to PSCDEPTH_ON.

Programming Notes

If this field is set to any value other than PSCDEPTH_OFF, a multi-phase shader (i.e. dispatch
RATE_COARSE or RATE_PIXEL with pixel/sample loops or sample loop respectively) must output
depth and render targets only at the last phase.

When PS dispatch rate is COARSE_RATE, this field must be programmed to PSCDEPTH_OFF.

25

Force Computed Depth

Format: Enable

Programming Notes
This field should be left DISABLED. This field should not be tested for functional validation.

24

Pixel Shader Uses Source Depth

Format: Enable

This bit, if ENABLED, indicates that the PS kernel requires the source depth value (vPos.z) to be
passed in the payload. The source depth value is interpolated according to the Position ZW
Interpolation Mode state.

Programming Notes

This bit cannot be enabled when dispatch rate is RATE_COARSE

23

Pixel Shader Uses Source W

Format: Enable

This bit, if ENABLED, indicates that the PS kernel requires the interpolated source W value
(vPos.w) to be passed in the payload. The W value is interpolated according to the Position ZW
Interpolation Mode state.

22

Pixel Shader Requires Requested Coarse Pixel Shading Size

Format: Enable

This bit, if ENABLED, indicates that the PS kernel requires values of requested coarse pixel
shading size to be passed in the payload for each 2x2 coarse pixel quad. Note: Actual coarse
pixel shading rate is always delivered (constant across thread slot). This bit can only be set when
dispatch rate is RATE_COARSE.
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21 | Pixel Shader Requires Source Depth and/or W Plane Coefficients
Format: | Enable
This bit, if ENABLED, indicates that the PS kernel requires the source depth and/or W plane
equations to be passed in the payload. Note: both attributes are always delivered in same
message phase, even if only one is used.
20 |Pixel Shader Requires Perspective Bary Plane Coefficients
Format: Enable
This bit, if ENABLED, indicates that the PS kernel requires the perspective plane coefficients to be
passed in the payload.
19 |Pixel Shader Requires Non-Perspective Bary Plane Coefficients
Format: Enable
This bit, if ENABLED, indicates that the PS kernel requires the non-perspective plane coefficients
to be passed in the payload.
18 | Pixel Shader Requires Subpixel Sample Offsets
Format: Enable
This bit, if ENABLED, indicates that the PS kernel requires the sub-pixel sample offsets to be
passed in the payload.
17 |Reserved
| Format: | MBZ |
16:12 | Reserved
| Format: | MBZ |
11 | PS has Evaluate Message
| Format: | Enable |
Description
This bit indicates if Pixel Shader has Evaluate Message typically used in conjunction with AMFS.
Value Name
0 Disable [Default]
1 Enable
Programming Notes
This bit must be reset if 3DSTATE_PS_EXTRA:PS Valid bit is not set.
This bit must be reset if Cache Mode Register 1 [6] is set , ie Shader Independent AMFS is
enabled
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10:9

Reserved
Access: RO
Format: MBZ
Attribute Enable
Format: Enable
Description

This field must be enabled if the Number of SF Output Attributes field in 3DSTATE_SBE is
nonzero, and must be disabled if that field is zero.

Pixel Shader Disables Alpha To Coverage

Format: Enable

When set indicates the pixel shader AlphaToCoverage should be disabled due to oMask output.
The setting of this bit is API dependent.

Pixel Shader Is Per Sample

Format: Enable

This bit, when ENABLED, indicates that the pixel shader is dispatched at the per sample shading
rate. If this bit is DISABLED, the dispatch rate is determined by the value of Pixel Shader Is Per
Coarse Pixel. If this bit is ENABLED, Pixel Shader Is Per Coarse Pixel bit must be DISABLED.

Pixel Shader Computes Stencil

Format: Enable

This field when set indicates that the pixel shader computes the stencil reference value.

Programming Notes

If this field is ENABLED,a multi-phase shader (i.e. dispatch RATE_COARSE or RATE_PIXEL with
pixel/sample loops or sample loop respectively) must output stencil and render targets only at
the last phase.

WhenPixel Shader is at COARSE_RATE, this field must not be set.

Pixel Shader Is Per Coarse Pixel

Format: Enable

If Pixel Shader Is Per Sample is DISABLED and this bit is ENABLED, the pixel shader is dispatched
at the per coarse pixel shading rate. If Pixel Shader Is Per Sample is DISABLED and this bit is
DISABLED, the pixel shader is dispatched at the per pixel shading rate. If Pixel Shader Is Per
Sample is ENABLED, this bit must be DISABLED.

Restriction

SIMD32 kernel version cannot be configured when this bit is ENABLED.

Pixel Shader Pulls Bary

Format: Enable

This bit indicates if Pixel Shader uses Pull Bary i.e. Pl message. If this bit is reset, PS does not do
Pull Bary.

Doc Ref # IHD-OS-TGL-Vol 2d-12.21 71




intel

3DSTATE_PS_EXTRA_BODY

2 |Pixel Shader Has UAV

Format: Enable

Format: U1 Enumerated Type

This field when set indicates that the pixel shader has a UAV attached to it.
1:0 |Input Coverage Mask State

| Format: u2

This field indicates the type of input coverage mask that the PS kernel requires to be passed in
the payload.

Value Name Description Programming Notes
Oh NONE Pixel shader does not use input

coverage masks.

Th NORMAL

Input Coverage masks based on
outer conservatism and factors
in SAMPLE_MASKs. If Pixel is
conservatively covered, all
samples are enabled.

2h INNER_CONSERVATIVE

Input Coverage masks based on
inner conservatism. If Pixel is
conservatively fully covered all
samples are enabled else none
of the samples are covered.

When PS Dispatch Rate is at
Coarse Pixel, requesting this
Input Coverage Mask mode
is illegal and not supported
by HW.

Input converage masks based
on inner consevatism
incorrectly ANDs
SAMPLE_MASK in HW.
Therefore, PS must retrieve
the INNER coverage mask
per pixel by bit-wise OR
operation.

[1 Input converage masks
based on inner consevatism
incorrectly ANDs
SAMPLE_MASK in HW.
Therefore, PS must retrieve
the INNER coverage mask
per pixel by bit-wise OR
operation.

[1 Input converage masks
based on inner consevatism
incorrectly ANDs
SAMPLE_MASK in HW.
Therefore, PS must retrieve
the INNER coverage mask
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per pixel by bit-wise OR
operation.

3h

DEPTH_COVERAGE Input coverage masks are
computed after factoring
depth/stencil test results, only if
Early Depth Stencil Test is
enabled. If Early Depth Stencil
Test is not enabled, HW uses
NORMAL Input Coverage Masks.
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3DSTATE_PTBR_MARKER_BODY

Source:
Size (in bits):
Default Value:

RenderCS
32
0x00000000

DWord Bit

Description

0 31:2 |Reserved

Access: RO

Format: MBZ

End of Tile

| Format: | Enable

When set, indicates marker stating End of Tile in the command sequence.

Start of Tile

| Format: | Enable

When set, indicates marker stating Start of Tile in the command sequence.
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3DSTATE_PTBR_TILE_SELECT_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31 |Free Render List Disable
Format: Disable
This bit controls the recycling (Freeing up, add back to the free pool) of the visibility data pages
by render pipe.
Value | Name Description
0 Render pipe will free the pages to be recycled after consuming the visibility data
for the current tile.
1 Render pipe will not free the pages to be recycled after consuming the visibility
data for the current tile.
30 |Geometry Statistics Disable
Format: Disable
This bit controls the incrementing statistics counters in geometry units (VF, VS, HS, TE, TDS, GS,
SOL, CL, SF).
Value| Name Description
0 Geometry units (VF, VS, HS, TE, TDS, GS, SOL, CL, SF)will increment their
[Default] | pipeline statistics counters.
1 Geometry units (VF, VS, HS, TE, TDS, GS, SOL, CL, SF)will not increment their
pipeline statistics counters.
29:24 | Reserved
Access: RO
Format: MBZ
23:16 | Render List Index

Format: us

Specifies the index in to the Render-List for the current Tile. Range [0..127].

HW will fetch the starting page offset for the visibility data of the current tile from below memory
location

[ {render_list_base_address[47:12], 12b0} + {render_list_pointer[31:6], 6b0} + (Render List Index
«1)]

Programming Notes

Render List Index must be set to 0 when 3DSTATE_TILE_PASS_INFO:Tile Count is 0x0 for the
corresponding Tile Pass.
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15:10 | Reserved
Access: RO
Format: MBZ
9:0 [Tile Rect Array Index
Format: u10

Specifies the index in to the Tile Rect Array of the current Tile Pass. Rang [0..1023].HW will fetch
the RECT_STATE of the current tile from below memory location
[ {dynamic_state_base_addres[47:12], 12b0} + {Tile Rect Array Pointer[31:6], 6b0} + (Tile Index«3) ]

Programming Notes

corresponding Tile Pass.

Tile Rect Array Index must be set to 0 when 3DSTATE_TILE_PASS_INFO:Tile Count is 0x0 for the
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3DSTATE_RASTER_BODY

Source: RenderCS
Size (in bits): 128
Default Value: 0x00210000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0 31:29 | Reserved
Access: RO
Format: MBZ
28:27 | Reserved
Access: RO
Format: MBZ

26 |Viewport Z Far Clip Test Enable

Format: Enable

This field is used to control whether the Viewport Z Far extent is considered in VertexClipTest.

25 |Reserved
Access: RO
Format: MBZ

24 |Conservative Rasterization Enable

Format: Enable

This field when set enables conservative rasterization rules for all primitives except rectangles,
oints and lines. For rectangle, points and lines, setting this bit is ignored by hardware.

Programming Notes

This bit must not be set for primitives with poly-stippling enabled or native rectlist.
When this bit is set, sampling mode must be set to "Centre" sampling i.e
3DSTATE_MULTISAMPLE::Pixel Location set to CENTER

23:22 | APl Mode
Software sets this field according to the API's version. These bits are set for DX9 or
OGL/DX10.0/DX10.1+/DX11.1 per the following values.

Value Name Description
Oh DX9/0GL
1h DX10.0
2h DX10.1+ This is used for DX10.1+ and Vulkan API
3h Reserved

21 |Front Winding
Determines whether a triangle object is considered "front facing” if the screen space vertex
positions, when traversed in the order, result in a clockwise (CW) or counter-clockwise (CCW)
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winding order. Does not apply to points or lines.

Value Name Description
Oh Clockwise FRONTWINDING_CW
Th Counter Clockwise [Default] FRONTWINDING_CCW

20:18

Forced Sample Count

Format:

u3

This field specifies how many samples/pixel exist for RT Independent Rasterization

Value Name Description
Oh NUMRASTSAMPLES_0 No RT Independent Rasterization
1h NUMRASTSAMPLES 1 1 rast-sample/pixel
2h NUMRASTSAMPLES_2 2 rast-samples/pixel
3h NUMRASTSAMPLES_4 4 rast-samples/pixel
4h NUMRASTSAMPLES_8 8 rast-samples/pixel
5h NUMRASTSAMPLES_16 16 rast-samples/pixel
6h-7h Reserved

Programming Notes

When 3DSTATE_MULTISAMPLE::Number of Multisamples |=NUMSAMPLES_1, this field must be
either NUMRASTSAMPLES_0 or NUMRASTSAMPLES 1.

When 3DSTATE_MULTISAMPLE::Number of Multisamples == NUMSAMPLES_1, this field must
not be NUMRASTSAMPLES 1.

17:16

Cull Mode

Controls removal (culling) of triangle objects based on orientation. The cull mode only applies to
triangle objects and does not apply to lines, points or rectangles.

Value

Name

Description

Oh CULLMODE_BOTH

All triangles are discarded (i.e., no triangle objects are
drawn)

1h CULLMODE_NONE
[Default]

No triangles are discarded due to orientation

2h CULLMODE_FRONT

Triangles with a front-facing orientation are discarded

3h CULLMODE_BACK

Triangles with a back-facing orientation are discarded

Programming Notes

Orientation determination is based on the setting of the Front Winding state.

15

Reserved
Access: RO
Format: MBZ
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14

Force Multisampling
This field provides a work around override for the computation of SF_INT::Multisample
Rasterization Mode and WM_INT::Multisample Rasterization Mode.

Value | Name Description

Oh Normal | Multisampling mode is computed by HW according to formula for signal
SF_INT::Multisample Rasterization Mode and WM_INT::Multisample
Rasterization Mode in vol2a.11 3D Pipeline Windower > Windower Pipelined
State > 3DSTATE_WM > 3DSTATE_WM.

Th Force |Forces the DX Multisampling mode to be used directly

13

Smooth Point Enable

Format: Enable

Software sets this according to APl. When OGL and smooth point rasterization is required, this
bit must be set. HW ignores this bit for primitives other than points.

12

DX Multisample Rasterization Enable

Format: Enable

Software sets this according to the API's multisample enable

Programming Notes

This state only effects how the SF_INT/WM_INT::Multisample Rasterization Mode are set
depending on some other states. This state mainly modifies the how the line rendering is done
by setting SF_INT/WM_INT::Multisample Rasterization Mode to either OFF* or ON* . Please
refer to table under SF_INT::Multisample Rasterization Mode.

11:10

DX Multisample Rasterization Mode

Format: uz2

This field determines whether multisample rasterization is turned on/off, and how the pixel
sample point(s) are defined. Software sets this according to the API's multisample state setting (if

any)

Value Name
Oh MSRASTMODE_ OFF_PIXEL
Th MSRASTMODE_ OFF_PATTERN
2h MSRASTMODE_ ON_PIXEL
3h MSRASTMODE_ ON_PATTERN

Programming Notes

This field is used to directly set the SF_INT/WM_INT::Multisample Rasterization Mode when DX
Multisample Rasterization Enable is set. Please refer to equation of SF_INT::Multisample
Rasterization Mode.

Global Depth Offset Enable Solid

Format: Enable

Enables computation and application of Global Depth Offset for SOLID objects.
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Global Depth Offset Enable Wireframe

Format: | Enable

Enables computation and application of Global Depth Offset when triangles are rendered in
WIREFRAME mode.

Global Depth Offset Enable Point

Format: Enable

Enables computation and application of Global Depth Offset when triangles are rendered in
POINT mode.

6:5

Front Face Fill Mode

Format: U2

This state controls how front-facing triangle and rectangle objects are rendered.

Value Name Description

Oh SOLID Any triangle or rectangle object found to be front-facing is rendered as a
solid object. This setting is required when rendering rectangle (RECTLIST)
objects.

1h WIREFRAME [ Any triangle object found to be front-facing is rendered as a series of lines
along the triangle boundaries (as determined by the topology type and
controlled by the vertex EdgeFlags).

2h POINT Any triangle object found to be front-facing is rendered as a set of point
primitives at the triangle vertices (as determined by the topology type and
controlled by the vertex EdgeFlags).

3h Reserved

4:3

Back Face Fill Mode

Format: U2

This state controls how back-facing triangle and rectangle objects are rendered.

Value Name Description

Oh SOLID Any triangle or rectangle object found to be back-facing is rendered as a
solid object. This setting is required when rendering rectangle (RECTLIST)
objects.

Th WIREFRAME [ Any triangle object found to be back-facing is rendered as a series of lines
along the triangle boundaries (as determined by the topology type and
controlled by the vertex EdgeFlags).

2h POINT Any triangle object found to be back-facing is rendered as a set of point
primitives at the triangle vertices (as determined by the topology type and
controlled by the vertex EdgeFlags).

3h Reserved
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2 | Antialiasing Enable

Format: | Enable

This field enables "alpha-based" line antialiasing.

Programming Notes

This field must be disabled if any of the render targets have integer (UINT or SINT) surface
format.

1 |Scissor Rectangle Enable

| Format: | Enable |

Enables operation of Scissor Rectangle.

0 |Viewport Z Near Clip Test Enable
| Format: | Enable |

This field is used to control whether the Viewport Z Near extent is considered in VertexClipTest.

1 31:0 | Global Depth Offset Constant
Format: | IEEE_FLOAT
Specifies the constant term in the Global Depth Offset function.

2 31:0 | Global Depth Offset Scale
Format: | IEEE_FLOAT
Specifies the scale term used in the Global Depth Offset function.

3 31:0 | Global Depth Offset Clamp
Format: | IEEE_FLOAT
Specifies the clamp term used in the Global Depth Offset function.
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3DSTATE_SAMPLE_MASK BODY

Source: RenderCS

Size (in bits): 32

Default Value: 0x00000000

DWord| Bit Description

0 31:16 | Reserved
Access: RO
Format: MBZ
15:0 | Sample Mask

Format: Enable[16]

A per-multisample-position mask state variable that is immediately and unconditionally ANDed
with the sample coverage mask as part of the rasterization process. This mask is applied prior to
centroid selection. This mask must be ignored for centroid selection when RTIR is enabled i.e.
Forced_Sample_Count > 0.

Programming Notes

e |f Number of Multisamples is NUMSAMPLES_1, bits 15:1 of this field will be zeroed by
HW.

e If Number of Multisamples is NUMSAMPLES 2, bits 15:2 of this field will be zeroed by
HW.

¢ |f Number of Multisamples is NUMSAMPLES_4, bits 15:4 of this field will be zeroed by
HW.

o If Number of Multisamples is NUMSAMPLES_8, bits 15:8 of this field will be zeroed by
HW.

When pixel shader writes to UAV but does not have actual render target write (i.e. no RT is
bound to pixel shader, even though, RT write message is sent for EOT), appropriate
SAMPLE_MASK must be all set depending on Number of Multisamples.
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3DSTATE_SAMPLER STATE_POINTERS_BODY

Source: RenderCS
Size (in bits): 32

Default Value: 0x00000000
DWord | Bit

Description

0 31:5 | Pointer to Sampler State
Format: DynamicStateOffset[31:5]SAMPLER_STATE*16

Specifies the 32-byte aligned address offset of the function's SAMPLER_STATE table. This offset is
relative to the Dynamic State Base Address.

4:0 |Reserved
Access: RO
Format: MBZ
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3DSTATE_SBE_BODY

Source: RenderCS
Size (in bits): 160
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0 31 |Reserved
Access: RO
Format: MBZ
30 |Reserved
Access: RO
Format: MBZ
29 |Force Vertex URB Entry Read Length
Format: Enable
This field provides a work around override for the computation of SBE_INT::Vertex URB Entry
Read Length. If asserted, 3DSTATE_SBE::Vertex URB Entry Read Length is be used directly.
Otherwise, SBE_INT::Vertex URB Entry Read Length is computed normally.
28 |Force Vertex URB Entry Read Offset
Format: Enable
This field provides a work around override for the computation of SBE_INT::Vertex URB Entry
Read Offset. If asserted, 3DSTATE_SBE::Vertex URB Entry Read Offset is be used directly.
Otherwise, SBE_INT::Vertex URB Entry Read Offset is computed normally.
27:22 | Number of SF Output Attributes

Format: ué

Specifies the number of vertex attributes passed from the SF stage to the WM stage (does not
include Position).

Value Name

[0,32]

21

Attribute Swizzle Enable

Format: Enable

Enables the SF to perform swizzling on (up to the first 16) vertex attributes. If DISABLED, all
vertex attributes are passed through.

20

Point Sprite Texture Coordinate Origin
This state controls how Point Sprite Texture Coordinates are generated (when enabled on a per-
attribute basis by Point Sprite Texture Coordinate Enable).
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Value Name Description

Oh UPPERLEFT | Top Left = (0,0,0,1)Bottom Left = (0,1,0,1)Bottom Right = (1,1,0,1)

Th LOWERLEFT |Top Left = (0,1,0,1)Bottom Left = (0,0,0,1)Bottom Right = (1,0,0,1)

19

Primitive ID Override Component W

Format: Enable

If set, the W component of output attribute selected by Primitive ID Override Attribute Select is
overridden with the Primitive ID.

18

Primitive ID Override Component Z

Format: Enable

If set, the Z component of output attribute selected by Primitive ID Override Attribute Select is
overridden with the Primitive ID.

17

Primitive ID Override Component Y

Format: Enable

If set, the Y component of output attribute selected by Primitive ID Override Attribute Select is
overridden with the Primitive ID.

16

Primitive ID Override Component X

Format: Enable

If set, the X component of output attribute selected by Primitive ID Override Attribute Select is
overridden with the Primitive ID.

15:11

Vertex URB Entry Read Length

Format: us

Specifies the amount of URB data read for each Vertex URB entry, in 256-bit register increments.

Value Name

[1,16]

Programming Notes

It is UNDEFINED to set this field to 0 indicating no Vertex URB data to be read. This field should
be set to the minimum length required to read the maximum source attribute. The maximum
source attribute is indicated by the maximum value of the enabled Attribute # Source Attribute
if Attribute Swizzle Enable is set, Number of Output Attributes-1 if enable is not set.
read_length = ceiling((max_source_attr+1)/2)

10:5

Vertex URB Entry Read Offset
Specifies the offset (in 256-bit units) at which Vertex URB data is to be read from the URB.

4.0

Primitive ID Override Attribute Select
Specifies which attribute is overridden w/ the Primitive 1D
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Programming Notes

Set all Primitive ID Override Component Select X/Y/Z/W to 0 to indicate there is no Primitive ID
override.

31:0

Point Sprite Texture Coordinate Enable

Format: Enable[32]

When processing point primitives, the attributes from the incoming point vertex are typically
copied to the point object corner vertices. However, if a bit is set in this field, the corresponding
Attribute is selected as a Point Sprite Texture Coordinate, in which case each corner vertex is
assigned a pre-defined texture coordinate as defined by the Point Sprite Texture Coordinate
Origin state bit. Bit 0 corresponds to output Attribute 0.

31:0

Constant Interpolation Enable

Format: Enable[32]

This field is a bitmask containing a Constant Interpolation Enable bit for each corresponding
attribute. If a bit is set, that attribute will undergo constant interpolation, and the corresponding
WorapShortest Enable bits (if defined) will be ignored. If a bit is clear, components which are not
enabled for WrapShortest interpolation (if defined) will be linearly interpolated.

31:30

Attribute 15 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 15 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

29:28

Attribute 14 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 14 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

27:26

Attribute 13 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 13 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

25:24

Attribute 12 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 12 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.
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23:22 | Attribute 11 Active Component Format

Format: | Attribute_Component_Format

This state indicates which components of Attribute 11 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

21:20 | Attribute 10 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 10 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

19:18 | Attribute 9 Active Component Format
Format: Attribute_Component_Format

This state indicates which components of Attribute 9 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

17:16 | Attribute 8 Active Component Format
Format: Attribute_Component_Format

This state indicates which components of Attribute 8 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

15:14 | Attribute 7 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 7 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

13:12 | Attribute 6 Active Component Format
Format: Attribute_Component_Format

This state indicates which components of Attribute 6 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

11:10 | Attribute 5 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 5 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.
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9:8

Attribute 4 Active Component Format

Format: | Attribute_Component_Format

This state indicates which components of Attribute 4 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

7:6

Attribute 3 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 3 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

5:4

Attribute 2 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 2 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

3:2

Attribute 1 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 1 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

1:0

Attribute 0 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute O are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

31:30

Attribute 31 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 31 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

29:28

Attribute 30 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 30 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.
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27:26

Attribute 29 Active Component Format

Format: | Attribute_Component_Format

This state indicates which components of Attribute 29 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

25:24

Attribute 28 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 28 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

23:22

Attribute 27 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 27 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

21:20

Attribute 26 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 26 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

19:18

Attribute 25 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 25 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

17:16

Attribute 24 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 24 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

15:14

Attribute 23 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 23 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.
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13:12

Attribute 22 Active Component Format

Format: | Attribute_Component_Format

This state indicates which components of Attribute 22 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

11:10

Attribute 21 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 21 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

9:8

Attribute 20 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 20 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.
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Attribute 19 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 19 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

5:4

Attribute 18 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 18 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

3:2

Attribute 17 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 17 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.

1:0

Attribute 16 Active Component Format

Format: Attribute_Component_Format

This state indicates which components of Attribute 16 are being used by the pixel shader Kernel.
SBE will not perform attribute delta calculations for any disabled components. Operation is
UNDEFINED if kernel uses attribute vertex delta for any disabled component.
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3DSTATE_SBE_SWIZ_BODY

Source: RenderCS

Size (in bits):
Default Value:

320

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000

DWord Bit Description
0.7 255:0 | Attribute
| Format: | SE.OUTPUT ATTRIBUTE_DETAIL[16]
8.9 63:60 [Attribute 15 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
59:56 |[Attribute 14 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
55:52 [ Attribute 13 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
51:48 |Attribute 12 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
47:44 | Attribute 11 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
43:40 |Attribute 10 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
39:36 | Attribute 09 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
35:32 | Attribute 08 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
31:28 [Attribute 07 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
27:24 | Attribute 06 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
23:20 | Attribute 05 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
19:16 | Attribute 04 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
15:12 | Attribute 03 Wrap Shortest Enables

| Format: | WRAP_SHORTEST ENABLE
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11:8

Attribute 02 Wrap Shortest Enables

| Format: | WRAP_SHORTEST_ENABLE

7:4 Attribute 01 Wrap Shortest Enables
| Format: | WRAP_SHORTEST_ENABLE
3:0 Attribute 00 Wrap Shortest Enables

| Format: | WRAP_SHORTEST_ENABLE
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3DSTATE_SCISSOR_STATE_POINTERS_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:5 | Scissor Rect Pointer
Format: DynamicStateOffset[31:5]SCISSOR_RECT*16

Specifies the 32-byte aligned address offset of the SCISSOR_RECT state. This offset is relative to
the Dynamic State Base Address.

4:0 |Reserved
Access: RO
Format: MBZ
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3DSTATE_SF_BODY

Source: RenderCS
Size (in bits): 96
Default Value: 0x00000000, 0x00000000, 0x00000800
DWord| Bit Description
0 31:30 | Reserved
Access: RO
Format: MBZ
29:12 | Line Width
Format: u11.7
Range: [0.0, 2047.9921875]
Controls width of line primitives. Setting a Line Width of 0.0 specifies the rasterization of the
"thinnest" (one-pixel-wide), non-antialiased lines. Note that this effectively overrides the effect
of AAEnable (though the AAEnable state variable is not modified).
Programming Notes
Software must not program a value of 0.0 when running in MSRASTMODE_ON_xxx modes -
zero-width lines are not available when multisampling rasterization is enabled.
11 |Legacy Global Depth Bias Enable
| Format: Enable
Enables the SF to use the Global Depth Offset Constant state unmodified. If this bit is not set,
the SF will scale the Global Depth Offset Constant as described in section Error! Reference source
not found. of this document.
Programming Notes
This bit should be set whenever non zero depth bias (Slope, Bias) values are used. Setting this
bit may have some degradation of performance for some workloads.
10 |[Statistics Enable
Format: Enable
If ENABLED, this FF unit will increment CL_PRIMITIVES_COUNT on behalf of the CLIP stage. If
DISABLED, CL_PRIMITIVES_COUNT will be left unchanged.
Programming Notes
This bit should be set whenever clipping is enabled and the Statistics Enable bit is set in
CLIP_STATE. It should be cleared if clipping is disabled or Statistics Enable in CLIP_STATE is
clear.
9:2 |Reserved
Access: RO
Format: MBZ
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1 |Viewport Transform Enable
Format: | Enable
This bit controls the Viewport Transform function.

0 [Reserved

Access: RO
Format: MBZ
1 31 |Reserved
Access: RO
Format: MBZ
30:29 | Deref Block Size

Format: U2

Set the EODB batch size

Value Name Description

Oh Default Mode. Block deref size 32 Block deref size of 32
[Default]

Th Per Poly Deref Mode when VS/DS have Per Poly. Deref mode when VS/DS have
minimal handles. minimal handles.

2h Block deref size 8 8 handles mode, block size.

3h Reserved

Programming Notes

Deref Block size depends on the last enabled shader and number of handles programmed for
that shader

1) For GS last shader enabled cases, the deref block is always set to a per poly(within hardware)
If the last enabled shader is VS or DS.

1) If DS is last enabled shader then if the number of DS handles is less than 324, need to set per
poly deref.

2) If VS is last enabled shader then if the number of VS handles is less than 192, need to set per
poly deref

28 |[Reserved

27:18 | Reserved
Access: RO

Format: MBZ

17:16 | Line End Cap Antialiasing Region Width
Format: U2

This field specifies the distances over which the coverage of anti-aliased line end caps are
computed.
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Value Name Description
Oh 0.5 pixels 0.5 pixels
Th 1.0 pixels 1.0 pixels
2h 2.0 pixels 2.0 pixels
3h 4.0 pixels 4.0 pixels
15:14 | Reserved
Access: RO
Format: MBZ
13 |Reserved
12 |Reserved
11:0 |Reserved
Access: RO
Format: MBZ
31 |Last Pixel Enable

Format: Enable

If ENABLED, the last pixel of a diamond line will be lit. This state will only affect the rasterization
of Diamond lines (will not affect wide lines or anti-aliased lines).

Programming Notes

Last pixel is applied to all lines of a LINELIST, and only the last line of a LINESTRIP.

30:29 | Triangle Strip/List Provoking Vertex Select
Format: u2
Selects which vertex of a triangle (in a triangle strip or list primitive) is considered the "provoking
vertex". Used for flat shading of primitives. Does current implementation send provoking vertex
first?
Value Name
Oh 0
1h 1
2h 2
3h Reserved
28:27 | Line Strip/List Provoking Vertex Select

Format: uz2

Selects which vertex of a line (in a line strip or list primitive) is considered the "provoking vertex".

Value Name Description
Oh 0 Vertex 0
Th 1 Vertex 1
2h Reserved Reserved
3h Reserved Reserved
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26:25 | Triangle Fan Provoking Vertex Select
Format: | u2
Selects which vertex of a triangle (in a triangle fan primitive) is considered the "provoking
vertex".
Value Name
Oh 0
1h 1
2h 2
3h Reserved
24:15 | Reserved
Access: RO
Format: MBZ
14 | AA Line Distance Mode
Format: U1
This bit controls the distance computation for antialiased lines.
Value Name Description
Th AALINEDISTANCE_TRUE | True distance computation. This is the normal setting which
should yield WHQL compliance.
13 | Smooth Point Enable
Format: Enable
_Custom_Display_DoubleBufferArmedBy: Enables logic to draw smooth OGL Points
Programming Notes
If Enabled, SF will treat points in the same fashion that AA lines are processed
12 |Vertex Sub Pixel Precision Select
Format: U1
Selects the number of fractional bits maintained in the vertex data
Value Name Description
Oh 8 8 sub pixel precision bits maintained
1h 4 4 sub pixel precision bits maintained
Programming Notes
When Conservative Rasterization is enabled, this bit must be programmed to 0.
11 | Point Width Source
Controls whether the point width passed on the vertex or from state is used for rendering point
rimitives.
Value Name Description
Oh Vertex Use Point Width on Vertex

Doc Ref # IHD-OS-TGL-Vol 2d-12.21 97




intel

3DSTATE_SF_BODY

| 1h |State [Default] | Use Point Width from State
10:0 | Point Width
| Format: | us.3

Range: [0.125, 255.875] pixels

This field specifies the size (width) of point primitives in pixels. This field is overridden (though
not overwritten) whenever point width information is passed in the FVF
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3DSTATE_SO_BUFFER_INDEX_BODY

Source: RenderCS
Size (in bits): 224
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000
DWord| Bit Description
0 31 |SO Buffer Enable
Format: Enable
If set, stream output to SO Buffer is enabled, , if 3DSTATE_STREAMOUT::SO Function ENABLE is
also enabled..If clear, the SO Buffer is considered "not bound" and effectively treated as a zero-
length buffer for the purposes of SO output and overflow detection. If an enabled stream's
Stream to Buffer Selects includes this buffer it is by definition an overflow condition. That stream
will cause no writes to occur, and only SO_PRIM_STORAGE_NEEDED([<stream>] will increment.
30:29 | Reserved
Access: RO
Format: MBZ
28:22 | SO Buffer Object Control State

| Format: MEMORY_OBJECT_CONTROL_STATE

Specifies the memory object control state for the SO buffer.

21

Stream Offset Write Enable

| Format: Enable

When set, this field allows the hardware to write SO_WRITE_OFFSET[n] as specified in the Stream
Offset field.

Programming Notes

The field is operates irrespective of whether SO Buffer Enable is set or clear.

20

Stream Output Buffer Offset Address Enable

Format: Enable

When set, this field allows the hardware to read/write the stream output buffer offset as
specified in the "Stream Output Buffer Offset Address" field.

Programming Notes

The field is operates irrespective of whether SO Buffer Enable is set or clear.

19:0

Reserved

Access: RO

Format: MBZ
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1.2 63:2 |Surface Base Address
| Format: | VIRTUAL_ADDR(63:2]
Description
VIRTUAL_ADDR[63:48] are ignored by the HW
This field specifies the starting address of the buffer in Graphics Memory.
1.0 |[Reserved
Access: RO
Format: MBZ
3 31:30 | Reserved
Access: RO
Format: MBZ
29:0 |Surface Size

Format: U30-1

This field specifies the size of buffer in number DWords minus 1 of the buffer in Graphics
Memory.

4.5 | 632

Stream Output Buffer Offset Address

Format: VIRTUAL_ADDR[63:2]

Description

VIRTUAL_ADDR[63:48] are ignored by the HW

This field specifies the starting address of the buffer in Graphics Memory where the Stream
Output Buffer Offset is stored when all the data has been written. It is also used to fetch the
stream Output buffer Offset when needed.

1.0 |Reserved
Access: RO
Format: MBZ
6 31:0 | Stream Offset

This field specifies the Offset in stream output buffer to start at, or whether to append to the
end of an existing buffer. The Offset must be DWORD aligned. If Stream Offset is equal to
OXFFFFFFFF then load the value at the Stream Output Buffer Offset address into
SO_WRITE_OFFSET[Buffer#]. Otherwise, SO_WRITE_OFFSET[n] = Stream Offset.
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3DSTATE_STENCIL_BUFFER_BODY

Source: RenderCS
Size (in bits): 224
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000
DWord| Bit Description
0 31:29 | Surface Type
Value Name Description
Oh Reserved
1h SURFTYPE_2D Defines a 2-dimensional map or array of maps
2h Reserved
3h SURFTYPE_CUBE Defines a cube map
4h-6h | Reserved
7h SURFTYPE_NULL Defines a null surface
Programming Notes
The Surface Type of the Stencil buffer must be the same as the Surface Type of the
1. Render target(s) (defined in SURFACE_STATE), unless either the stencil buffer or render
targets are SURFTYPE_NULL
2. Depth buffer (defined in 3DSTATE_DEPTH_BUFFER) unless either the depth buffer or Stencil
buffer surf_type are SURFTYPE_NULL.
If stencil is enabled with 1D render target, stencil surface type needs to be set to 2D surface
type and height set to 1. For this case only, the Surface Type of the stencil buffer can be 2D
while the Surface Type of the render target(s) are 1D, representing an exception to a
programming note above.
Issue
Semi pipelined flush not back pressuring when stencil buffer state is enabling thread dispatch.
Workaround
Astep only An additional pipe control with post-sync = store dword operation would be
required.( w/a is to have an additional pipe control after the stencil state whenever the surface
state bits of this state is changing).
28 |Stencil Write Enable
Format: Enable
This field enables stencil writes to the Stencil buffer surface. Both this field and the Stencil Buffer
Write Enable field in DEPTH_STENCIL_STATE must be enabled in order for stencil writes to occur.
27 |Null Page Coherency Enable
Format: Enable
This field is used for enabling NULL coherency as defined under Tiled Resources.
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Value Name

1 Enable

0 Disable [Default]

Programming Notes

SW must enable this bit only if Tiled Resource is enabled

26 |Reserved
Access: RO
Format: MBZ

25 |Stencil Compression Enable

if enabled, indicates that Stencil Buffer Compression is Enabled

When enabled, Stencil Buffer needs to be initialized via stencil clear (HZ_OP) before any
renderpass.

Programming Notes

SW must set this bit if the Stencil Control surface enable is also set. The Stencil surface control
enable is in Bit[24] of this DWORD.

24 | Control Surface Enable

If set to 1, it indicates if the common control surface is present. The read and write transaction
opcodes sent by the clients (HZ, Z, STC) to the fabric are different depending on the control
surface. If the control surface is not present, the reads and writes are in legacy mode. If the
control surface is present, the reads and write opcodes will be either UNCOMPRESSED_TYP for
uncompressible transactions or COMPRESSED_TYP for compressible transactions.

Programming Notes

SW must set this bit to "1", if the common control surface is present in the system.

23 |Corner Texel Mode

Format: Enable

This field, when ENABLED, indicates when a surface is using corner texel-mode for stencil
surface. This bit changes how the size of each MIP when calculating the offset within a surface.

Value Name Description
Oh Disable [Default] Corner Texel mode is not enabled.
1h Enable Corner Texel Mode is enabled.

Programming Notes

Corner texel mode for the stencil buffer must be the same as the Corner texel mode of the

1. Render target(s) (defined in SURFACE_STATE), unless either the stencil buffer or render
targets are SURFTYPE_NULL

2. Depth buffer (defined in 3DSTATE_DEPTH_BUFFER) unless either the depth buffer or Stencil
buffer surf_type are SURFTYPE_NULL
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22:18 | Reserved
Access: RO
Format: MBZ
17 |Reserved
Access: RO
Format: MBZ
16:0 | Surface Pitch
Format: u17-1

For TileYF and TileYS surfaces, the range is dependent on the Cu parameter (refer to Memory
Data Formats section for the definition of the Cu parameter depending on the case). The range in
bytes is [2¢-1,262143] -> [(2°)B,256KB] = [1 tile, 256KB/(2) tiles]

Value Name Description

[7Fh,1FFFFh] corresponding to [128B, 256KB] also restricted to a multiple of 128B

Programming Notes

The pitch specified must be a multiple of the tile pitch, in the range [128B, 128KB].

The minimum pitch should be calculated as per the formula given below.

The minimum pitch should be calculated based on Cu, Cv, WL

The Cu, Cv are the tile constants and W.is the aligned width adjusted for MSAA.

use this for pitch formula :

Minimum_pitch =(ceiling((Wo* pixel_size) / (1 « Cu)) *(1 « Cu)) 1, //Whis the aligned width for the
largest LOD (i.e LOD 0)

(1 « Cu) = tile width in bytes

(1 « Cv) = tile height in lines

Pixel_size = 1 (for STC buffer)

1.2 | 63:0

Surface Base Address
Format: GraphicsAddress[63:0]

This field specifies address of the buffer in mapped Graphics Memory. Graphics Address [63:48]
are ignored by the HW and assumed to be in correct canonical form [63:48] = [47].

Programming Notes

The stencil Buffer can only be mapped to Main Memory (uncached). If the surface is tiled, the
base address must conform to the Per-Surface Tiling Alignment. If the buffer is linear, the
surface must be 64-byte aligned.

If the buffer is linear, the surface must be 64-byte aligned.

Reserved

Access: RO

Format: MBZ
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30:17

Height

Format:

lu14-1

This field specifies the height of the surface. If the surface is MIP-mapped, this field contains the
height of the base MIP level.

Value | Name Description Exists If
[0,16383] | Legal Height of surface - | (Structure[RENDER_SURFACE_STATE][Surface
Range |1 (y/v dimension) Type]=="'SURFTYPE_2D")
[0,16383] | Legal y/v dimension (Structure[RENDER_SURFACE_STATE][Surface
Range Type]=="SURFTYPE_CUBE')

Programming Notes

The Height of the stencil buffer must be the same as the

1. Height of the render target(s) (defined in SURFACE_STATE), unless Surface Type is
SURFTYPE_2D with Depth = 0 (non-array) and LOD = 0 (non-mip mapped).

2.Depth buffer (defined in 3DSTATE_DEPTH_BUFFER) unless either the depth buffer or Stencil
buffer surf_typeare SURFTYPE_NULL

16 |Reserved
Access: RO
Format: MBZ
15 |Reserved
Access: RO
Format: MBZ
14:1 | Width
Format: U14-1

This field specifies the width of the surface. If the surface is MIP-mapped, this field specifies the
width of the base MIP level. The width is specified in units of pixels.

Value | Name Description Exists If
[0,16383] | Legal Width of surface - 1 | (Structure[RENDER_SURFACE_STATE][Surface
Range [ (x/u dimension) Type]=="'SURFTYPE_2D")
[0,16383] | Legal Width of surface - 1 | (Structure[RENDER_SURFACE_STATE][Surface
Range [(x/u dimension) Type]=='SURFTYPE_CUBE")

Programming Notes

The Width specified by this field must be less than or equal to the surface pitch (specified in
bytes via the Surface Pitch field). For cube maps, Width must be set equal to Height.

1. The Width of the stencil buffer must be the same as the Width of the render target(s)
(defined in SURFACE_STATE), unless Surface Type is SURFTYPE_1D or SURFTYPE_2D with Depth
= 0 (non-array) and LOD = 0 (non-mip mapped).

2.Depth buffer (defined in 3DSTATE_DEPTH_BUFFER) unless either the depth buffer or Stencil
buffer surf_typeare SURFTYPE_NULL
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0 |Reserved
Access: RO
Format: MBZ
4 31 |Reserved
Access: RO
Format: MBZ
30:20 | Depth
Format: U11-1
This field specifies the total number of levels for a volume texture or the number of array
elements allowed to be accessed starting at the Minimum Array Element for arrayed surfaces. If
the volume texture is MIP-mapped, this field specifies the depth of the base MIP level.
Value | Name Description Exists If
[0,2047] | Legal Number of array (Structure[RENDER_SURFACE_STATE][Surface
Range |elements -1 Type]=='SURFTYPE_2D')
[0,0] Legal Must be zero (Structure[RENDER_SURFACE_STATE][Surface
Range Typel=='SURFTYPE_CUBE)
Programming Notes
The Depth of the Stencil buffer must be the same as
1. The Depth of the render target(s) (defined in SURFACE_STATE).
2.Depth buffer (defined in 3DSTATE_DEPTH_BUFFER) unless Depth buffer surf_type is
SURFTYPE_NULL
19 |Reserved
Access: RO
Format: MBZ
18:8 | Minimum Array Element
Format: Uit
For 2D Surfaces: This field indicates the minimum array element that can be accessed as part of
this surface. The delivered array index is added to this field before being used to address the
surface. For Other Surfaces This field is ignored
Value Name Exists If
[0,2047] | SURFTYPE_2D | (Structure[RENDER_SURFACE_STATE][Surface
Type]=="SURFTYPE_1D'|Structure[RENDER_SURFACE_STATE][Surface
Type]=="SURFTYPE_2D")
Programming Notes
Minimum array element of the Stencil buffer must be the same as the Surface Type of the
1. Render target(s) (defined in SURFACE_STATE), unless either the Stencil buffer or render
targets are SURFTYPE_NULL
2. Depth buffer (defined in 3DSTATE_DEPTH_BUFFER) unless either the depth buffer or Stencil
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| buffer surf type are SURFTYPE_NULL

Reserved

Access: RO

Format: MBZ

6:0

Stencil Buffer Object Control State

Format: MEMORY_OBJECT_CONTROL_STATE

Specifies the memory object control state for the stencil buffer.

31:30

Tiled Mode
For stencil Buffer Surfaces: This field specifies the tiled mode. For other surfaces: This field is
ignored.

Value Name Description

Oh NONE No tiled modes (TileYf, TileYs). Use Standard TileY

Th TILEYF 4KB tiled mode

2h TILEYS 64KB tiled mode

3h Reserved

Programming Notes

If Tile Mode is not set to TILEMODE_YMAJOR, this field must be set to TRMODE_NONE.

29:26

Mip Tail Start LOD

Format: u4

For Sampling Engine, Render Target, and Typed Surfaces: This field indicates which LOD is
the first one in the MIP tail if Tiled Mode is not TRMODE_NONE. The MIP tail has a different
layout than the rest of the surface. Refer to the Memory Data Formats section for more details.
For other surfaces: This field is ignored.

Programming Notes

This field must be zero if the Surface Format is MONOS.
This field is ignored if Tiled Mode is TRMODE_NONE unless Surface Typeis SURFTYPE_1D.

If Tiled Mode is not TRMODE_NONE, this field must be set to ensure that mips within the mip
tail do not overlap given the storage algorithms given in the Memory Data Formats section. The
following table indicates the maximum size of the mip that is set to be the Mip Tail Start LOD
for various cases:
Tiling Slot Size| 8-bit
Mode in Bytes Size
2D TlleYs 1x| 32KB (128, 256)

2D TileYf 1x| 2KB | (32, 64)

25:6

Reserved

Access: RO

Format: MBZ
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5:0 |Reserved

Access: RO
Format: MBZ
6 31:21 | Render Target View Extent
Format: U11-1
Value | Name Description Exists If

[0,2047] | Legal Number of array | (Structure[RENDER_SURFACE_STATE][Surface
Range [elements- 1 Type]=="'SURFTYPE_2D')

[0,0] Legal Must be zero (Structure[RENDER_SURFACE_STATE][Surface
Range Type]=="'SURFTYPE_CUBE')

Programming Notes

Render Target View Extof the stencil buffer must be the same as the Surface Type of the

1. Render target(s) (defined in SURFACE_STATE), unless either the depth buffer or render
targets are SURFTYPE_NULL

2. Depth buffer (defined in 3DSTATE_DEPTH_BUFFER) unless either the depth buffer or Stencil
buffer surf_type are SURFTYPE_NULL

20 |Reserved

Access: RO

Format: MBZ

19:16 | Surf LOD

Format: u4

LOD units

Value Name

[0-14]

Programming Notes

Surf LOD of the stencil buffer must be the same as the Surface Type of the

1. Render target(s) (defined in SURFACE_STATE), unless either the stencil buffer or render
targets are SURFTYPE_NULL

2. Depth buffer (defined in 3DSTATE_DEPTH_BUFFER) unless either the depth buffer or Stencil
buffer surf_type are SURFTYPE_NULL

15 [Reserved

Access: RO

Format: MBZ
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14:0

Surface QPitch

Format: lu17116:2)

The interpretation of this field is dependent on Surface Type as follows:
e SURFTYPE_2D/CUBE: distance in rows between array slices.

Other surface types: field is ignored

Format:
QPitch[16:2]

Value Name Description

[1h,7FFFh] in multiples of 4 (low 2 bits missing)

Programming Notes

For 2D Surfaces: This field must be set to an integer multiple of 8. Software must ensure that
this field is set to a value sufficiently large that array slices in the surface do not overlap. Refer
to the Memory Data Formats section for information on how surfaces are stored.

TYS/TYF QPitch is valid only for 2D array surfaces and represents the tile-padded total number
of texels(lines) in a single array slice.

Height of each LOD:

HL = AlignToTileHeight( MSAA_height_factor * (height»L) > 0?height»L : 1), where
AlignToTileHeight(x) is (ceiling((x) / (1 « Cv)) *(1 « Cv))

Height of all LODs is a sum:

H = HO+H1+..Hn,

N is number of mip levels.

If surface has MIP tail, equation stops at Hn where n=MipTailStartLOD. MipTail is single tile.
QPitch is multiple of tile height (1 « Cv) and should be equal or greater H computed above.
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3DSTATE_STREAMOUT_BODY

Source: RenderCS
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0 31 |SO Function Enable
Format: U1
If set, the SO function is enabled. Vertex data will be streamed out to memory (subject to
overflow detection) as controlled by the various SO-related state variables. If clear, the SO
function is disabled, and therefore no vertex data will be streamed out to memory. However, the
Rendering Disable and Render Stream Select fields will still be used to determine which vertices
(if any) are forwarded down the pipeline for (possible) rendering.
30 |API Rendering Disable
Format: U1
If set, Indicates the API wants the SO stage not to forward any topologies down the pipeline. If
clear, Indicates the APl wants the SO stage to forward topologies associated with Render Stream
Select down the pipeline. This bit is used even if SO Function Enable is DISABLED.
Programming Notes
The SOL unit generates an SOL_INT::Render_Enable which ultimately controls whether
rendering occurs or not.
29 |Reserved
Access: RO
Format: MBZ
28:27 | Render Stream Select
Format: u2
This field specifies which stream has been selected to be forwarded down the pipeline for
possible rendering. Topologies from other streams will not be passed down the pipeline. If
Rendering Disable is set, this field is ignored, as no topologies are sent down the pipeline.
SO Function Enable must also be ENABLED in order for this field to select a stream for
rendering. When SO Function Enable is DISABLED and Rendering Disable is cleared (i.e.,
rendering is enabled), StreamID is ignored downstream of the SO stage, allowing any stream to
be rendered.
26 |Reorder Mode

This bit controls how vertices of triangle objects in TRISTRIP[_ADJ] and TRISTRIP_REV are
reordered for the purposes of stream-out only (does not impact rendering). See table in Input
Buffering.
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Value| Name Description

Oh LEADING |[Reorder the vertices of alternating triangles of a TRISTRIP[_ADJ] such that the
leading (first) vertices are in consecutive order starting at v0. A similar
reordering is performed on alternating triangles in a TRISTRIP_REV.

1h TRAILING | Reorder the vertices of alternating triangles of a TRISTRIP[_ADJ] such that the
trailing (last) vertices are in consecutive order starting at v2. A similar

reordering is performed on alternating triangles in a TRISTRIP_REV.

25 | SO Statistics Enable
Format: Enable
This bit controls whether StreamOutput statistics register(s) can be incremented.
Value | Name Description
Oh Disable | SO_NUM_PRIMS_WRITTENI[O0..3] and SO_PRIM_STORAGE_NEEDEDI0..3] registers
cannot increment.
Th Enable |SO_NUM_PRIMS_WRITTEN[0..3] and SO_PRIM_STORAGE_NEEDEDIO0..3] registers
can increment.
24:23 | Force Rendering
This field provides a work around override for the computation of SOL_INT::Render_Enable
Value Name Description
Oh Normal SOL_INT::Render_Enable is computed normally
1h Resreved
2h Force_Off Forces the rendering to be disabled.
3h Force_on Forces the rendering to be enabled.
22:0 | Reserved
Access: RO
Format: MBZ
31:30 | Reserved
Access: RO
Format: MBZ
29 |Stream 3 Vertex Read Offset
| Format: | U1 |
Specifies amount of data to skip over before reading back Stream 3 vertex data. (See Stream 0
Vertex Read Offset)
28:24 | Stream 3 Vertex Read Length
| Format: | U5-1 |
(See Stream 0 Vertex Read Length)
23:22 | Reserved
Access: RO
Format: MBZ
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21 |Stream 2 Vertex Read Offset
Format: | U1
Specifies amount of data to skip over before reading back Stream 2 vertex data. (See Stream 0
Vertex Read Offset)
20:16 | Stream 2 Vertex Read Length
Format: U5-1
15:14 | Reserved
Access: RO
Format: MBZ
13 [Stream 1 Vertex Read Offset
Format: U1
Specifies amount of data to skip over before reading back Stream 1 vertex data. (See Stream 0
Vertex Read Offset)
12:8 | Stream 1 Vertex Read Length
Format: U5-1
(See Stream 0 Vertex Read Length)
7:6 |Reserved
Access: RO
Format: MBZ
5 |Stream 0 Vertex Read Offset
Format: U1
Specifies amount of data to skip over before reading back Stream 0 vertex data. Must be zero if
the GS is enabled and the Output Vertex Size field in 3DSTATE_GS is programmed to O (i.e., one
16B unit).
4:0 |Stream 0 Vertex Read Length
Format: U5-1
Specifies amount of vertex data to read back for Stream 0 vertices, starting at the Stream 0
Vertex Read Offset location. Maximum readback is 17 256-bit units (34 128-bit vertex attributes).
Read data past the end of the valid vertex data has undefined contents, and therefore shouldn't
be used to source stream out data. Must be zero (i.e., read length = 256b) if the GS is enabled
and the Output Vertex Size field in 3DSTATE_GS is programmed to O (i.e., one 16B unit).
2 31:28 | Reserved
Access: RO
Format: MBZ
27:16 | Buffer 1 Surface Pitch
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15:12 | Reserved
Access: RO
Format: MBZ
11:0 | Buffer 0 Surface Pitch
Format: Uiz
This field specifies the pitch of the SO buffer in #Bytes.
Value Name
[0,2048] Must be 0 or a multiple of 4 Bytes.

Programming Notes

Address is ignored.

A Surface Pitch of 0 indicates an un-bound buffer. No writes are performed. Surface Base

31:28 | Reserved

Access: RO

Format: MBZ
27:16 | Buffer 3 Surface Pitch

Format: ui2
15:12 | Reserved

Access: RO

Format: MBZ
11:0 | Buffer 2 Surface Pitch

Format: Uiz
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3DSTATE_TE_BODY

Source: RenderCS
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWor
d Bit Description
0 31:2 | Reserved
4 || Access: RO
Format: MBZ
23:2 | Patch Header Layout
2 | This field describes the layout of the tessellation factor DWORDS in the patch header. The layout
depends on the value of this field and the TE Domain.
Valu Programmi
e Name Description ng Notes
0Oh LEGACY DW DW | Dw
7 | pwé | DW5 [DW4 | DW3 | DW2 | 1 (i}
UEQ |UEQ1 |VEQO |VEQ |Inside |Inside |- -
QUAD |0 1 u Vv
UEQ |VvEQo |wEQ |insid |- 5 s 5
TRI |0 0 e
Line |Line - - - - - -
ISOLIN [ Deta | Densit
E il y
2h | REVERSED DW |DW |DW5 |DW4 [DW3 [DW2 |DW1 |DWO
7 6
QUAD |- - Insid |Insid |VEQ1 [ VEQO | UEQ1 [UEQ
eV eU 0
TRI - - = - Insid |WEQ |VEQO |UEQ
e 0 0
ISOLIN | - - - - - - Line Line
E Densit | Detai
y |
3h REVERSED_TRI_INSIDE_SEPAR pw7 | pwe | DW5 | DW4 |DW3 |DW2 | DW1 | DWO This layout
ATE TRI Insid WEQO | VEQO | UEQO may only be
_ - _ nside | - Q Q Q used with a
TE Domain
of TRI.
21 |Reserved
Access: RO
Format: MBZ
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20 |Tessellation Factor Format
Value| Name Description
Oh FLOAT32 | The tessellation factors in the patch header are in a FLOAT32 format.
1h FLOAT16 | The tessellation factors in the patch header are in a FLOAT16 format. The
tessellation factors still occupy the same DWORD as with the FLOAT32 format,
but occupy only bits [15:0] of the DWORD.
19 |[Tessellation Scale Factor Enable
Format: Enable
If ENABLED, the tessellation factors will be multiplied by the Tessellation Scale Factor.
Programming Notes
Note that if ENABLED, the Tessellation Factor Format must be FLOAT16.
18:1 |Reserved
7 || Access: RO
Format: MBZ
16 [Reserved
Access: RO
Format: MBZ
15:1 | Reserved
4 || Access: RO
Format: MBZ
13:1 | Partitioning
2 ||Format: U2
This field specifies how edges are partitioned based on tessellation factor.
Value Name Description
Oh INTEGER Outside/inside edges are divided into an integer number of equal-
sized segments.
1h ODD_FRACTIONAL |Outside/inside edges are divided into an odd number of possibly-
unequal-sized segments.
2h EVEN_FRACTIONAL | Outside/inside edges are divided into an even number of possibly-
unequal-sized segments.
3h POW2 Outside/inside edges are divided into a power of 2 number of equal-
sized segments.
11:1 | Reserved
0 || Access: RO
Format: MBZ
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9:8 | Output Topology
| Format: | u2
This field specifies which primitive types are to be output.
Value| Name Description
Oh POINT | Points are output (as POINTLIST topologies)
Th LINE Lines are output (as LINESTRIP topologies). Only valid if ISOLINE domain is
selected.
2h TRI_CW [ Clockwise-ordered triangles are output (either as TRISTRIP, TRISTRIP_REV or
TRILIST topologies). Not valid if ISOLINE domain is selected.
3h TRI_CCW [ Count-clockwise-ordered triangles are output (either as TRISTRIP, TRISTRIP_REV
or TRILIST topologies). Not valid if ISOLINE domain is selected.
7:6 |Reserved
Access: RO
Format: MBZ
5:4 |TE Domain
Format: u2
This field specifies which type of domain is to be tessellated.
Value Name Description
Oh QUAD 2D (U, V) domain is tessellated
1h TRI Triangular (U, V, W) domain is tessellated
2h ISOLINE 2D (U, V) domain is tessellated.
3 |Reserved
Access: RO
Format: MBZ
2:1 | TE Mode
Format: u2
When TE Enable is ENABLED, this field specifies the overall operation of the TE stage. This field is
ignored if TE Enable is DISABLED.
Value| Name Description
Oh HW_TESS | Normal HW Tessellation Mode. The TessFactors are read from the patch URB
entry, and are used to perform fixed-function hardware tessellation of the
specified domain.
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0 |[TE Enable
Format: | Enable
If ENABLED, the TE stage will perform tessellation processing on incoming patch primitives. The TE
Mode field determines how this tessellation operation proceeds. If DISABLED, the TE goes into
ass-through mode. All other state fields are ignored.
Programming Notes
The tessellation stages (HS, TE and DS) must be enabled/disabled as a group. l.e, draw commands
can only be issued if all three stages are enabled or all three stages are disabled, otherwise the
behavior is UNDEFINED.
31:0 | Maximum Tessellation Factor Odd
Format: IEEE_FLOAT
This field specifies the maximum TessFactor for ODD_FRACTIONAL partitioning when in HW_TESS
mode.
Value Name Description
[3F800000h,427C0000h] | [1,63] | Value can be set between [1,63]. Value must be a IEEE_Float
representation of an odd integer.
Programming Notes
Note that ISOLINE's LineDensity TF is always subjected to INTEGER partitioning regardless of the
Partitioning state.
31:0 | Maximum Tessellation Factor Not Odd
Format: IEEE_FLOAT
This field specifies the maximum TessFactor for EVEN_FRACTIONAL, INTEGER or POW?2 partitioning
when in HW_TESS mode.
Value Name Description
[40000000h,42800000h] | [2,64] |Value can be set between [2,64]. Value must be a IEEE_Float
representation of an even integer.
Programming Notes
Note that ISOLINE's LineDensity TF is always subjected to INTEGER partitioning regardless of the
Partitioning state.
If Partioning is set to POW?2, this field must be programmed to a power of 2 number.
31:0 | Tessellation Scale Factor

Format: IEEE_FLOAT

If Tessellation Scale Factor Enable is ENABLED, the tessellation factors in the patch header will be
multiplied by this value.

Programming Notes

This FLOAT32 value will be converted to a FLOAT16 value by hardware prior to scaling.

This FLOAT32 value must NOT be negative, zero, denormal, infinite, or a NaN.
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3DSTATE_URB_ALLOC_DS BODY

Source: RenderCS
Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DW
ord | Bit Description
0 |[31:29|Reserved
Access: RO
Format: MBZ
28:21| DS URB Starting Address SliceN
Format: us
This field specifies the offset (from the start of the URB memory in additional slices) of the DS URB
allocation, specified in multiples of 8 KB. For each additional, enabled slice, HW will increase the DS
URB Starting Address by the value specified, resulting in an DS URB Starting Address within the total
URB space.
Value Name
[0,127]
Programming Notes
This field is ignored by HW as there is only one slice in the device.
20:18 | Reserved
Access: RO
Format: MBZ
17:10 | DS URB Starting Address Slice0
Format: us
This field specifies the offset (from the start of Slice0 URB memory) of the DS URB Handle allocation
for Slice0, specified in multiples of 8 KB. This address must account for any Push Constant allocations,
as those allocations begin at offset 0 in URB memory.
Value Programming Notes
[0,127] The DS URB Starting Address Slice 0 must be greater than the render and posh
push constant space allocated
using3DSTATE_PUSH_CONSTANT_ALLOC_VS,3DSTATE_PUSH_CONSTANT_ALLOC_
HS,3DSTATE_PUSH_CONSTANT_ALLOC_DS,3DSTATE_PUSH_CONSTANT_ALLOC_G
S,3DSTATE_PUSH_CONSTANT_ALLOC_PS and VSR_PUSH_CONSTANT_BASE.
9:0 [DS URB Entry Allocation Size
Format: uU10-1
Specifies the size, count of 512-bit units, of each URB entry owned by DS.

Doc Ref # IHD-OS-TGL-Vol 2d-12.21 117




intel

3DSTATE_URB_ALLOC_DS BODY

Value Name
[0,511]
1 |31:16 | DS Number of URB Entries SliceN
Format: uie
This field specifies the number of URB entries in slices beyond Slice0 to be allocated to DS.
Value Name
[0,3576]

Programming Notes

This field is ignored by HW as there is only one slice in the device.

DS Number of URB Entries must be divisible by 8 if the DS URB Entry Allocation Size is less than 9
512-bit URB entries."2:0" = reserved "000b"

15:0

DS Number of URB Entries Slice0

Format: u16

This field specifies the number of URB entries in Slice0 URB memory to be allocated to DS.
Value Name

[0,3576]

Programming Notes

DS Number of URB Entries must be divisible by 8 if the DS URB Entry Allocation Size is less than 9
512-bit URB entries."2:0" = reserved "000b"
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3DSTATE_URB_ALLOC_GS_BODY

Source: RenderCS
Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord Bit Description
0 31:29 |Reserved
Access: RO
Format: MBZ
28:21 | GS URB Starting Address SliceN
Format: us
This field specifies the offset (from the start of the URB memory in slices beyond Slice0) of
the GS URB allocation, specified in multiples of 8 KB.
Value Name
[0,127]
Programming Notes
This field is ignored by HW as there is only one slice in the device.
20:18 | Reserved
Access: RO
Format: MBZ
17:10 |GS URB Starting Address Slice0
Format: us
This field specifies the offset (from the start of Slice0 URB memory) of the GS URB allocation,
specified in multiples of 8 KB. This address must account for any Push Constant allocations,
as those allocations begin at offset 0 in SliceO URB memory.
Value Programming Notes
[0,127] The GS URB Starting Address Slice 0 must be greater than the render and posh
push constant space allocated
using3DSTATE_PUSH_CONSTANT_ALLOC_VS,3DSTATE_PUSH_CONSTANT_ALLO
C_HS,3DSTATE_PUSH_CONSTANT_ALLOC_DS,3DSTATE_PUSH_CONSTANT_ALL
OC_GS,3DSTATE_PUSH_CONSTANT_ALLOC_PS
andVSR_PUSH_CONSTANT_BASE.
9:0 |GS URB Entry Allocation Size

Format: u10-1
Specifies the size,count of 512-bit units, of each URB entry owned by GS in units of 64B.

Value Name

[0,511]
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1 31:16 |GS Number of URB Entries SliceN

| Format: | u16

This field specifies the number of URB entries in slices beyond Slice0 to be allocated to GS.
SW shall ensure that the GS Number of URB Entries does not exceed the relevant ValidValue
range listed below.

Value Name

[0,1548]

Programming Notes

This field is ignored by single-slice devices.

GS Number of URB Entries must be divisible by 8 if the GS URB Entry Allocation Size is less
than 9 512-bit URB entries."2:0" = reserved "000b"

This field is ignored by HW as there is only one slice in the device.

15:0 |GS Number of URB Entries Slice0

Format: u16

This field specifies the number of URB entries in Slice0 URB memory to be allocated to GS.
SW shall ensure that the GS Number of Entries does not exceed the relevant ValidValue
range listed below.

Value Name

[0,1548]

Programming Notes

GS Number of URB Entries must be divisible by 8 if the GS URB Entry Allocation Size is less
than 9 512-bit URB entries."2:0" = reserved "000b"
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Source: RenderCS
Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord | Bit Description
0 31:29 | Reserved
Access: RO
Format: MBZ
28:21 | HS URB Starting Address SliceN
Format: us
This field specifies the offset (from the start of the URB memory in slices beyond Slice0) of the
HS URB allocation, specified in multiples of 8 KB.
Value Name
[0,127]
Programming Notes
This field is ignored by HW as there is only one slice in the device.
20:18 | Reserved
Access: RO
Format: MBZ
17:10 [HS URB Starting Address Slice0
Format: U8
This field specifies the offset (from the start of Slice0 URB memory) of the HS URB allocation,
specified in multiples of 8 KB. This address must account for any Push Constant allocations, as
those allocations begin at offset 0 in SliceO URB memory.
Value Programming Notes
[0,127] The VS URB Starting Address Slice 0 must be greater than the render and posh
push constant space allocated
using3DSTATE_PUSH_CONSTANT_ALLOC_VS,3DSTATE_PUSH_CONSTANT_ALLOC_H
S,3DSTATE_PUSH_CONSTANT_ALLOC_DS,3DSTATE_PUSH_CONSTANT_ALLOC_GS,3
DSTATE_PUSH_CONSTANT_ALLOC_PS and VSR_PUSH_CONSTANT_BASE.
9:0 |HS URB Entry Allocation Size

Format: U10-1

Specifies the size,count of 512-bit units, of each URB entry owned by HS.

Value Name

[0,511]
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31:16

HS Number of URB Entries SliceN

Format: |U16

This field specifies the number of URB entries in slices beyond Slice0 to be allocated to HS. SW
shall ensure that the total HS Number of URB Entries does not exceed the relevant ValidValue
range listed below.

Value Name

[0,1548]

Programming Notes

This field is ignored by HW as there is only one slice in the device.

HS Number of URB Entries must be divisible by 8 if the HS URB Entry Allocation Size is less
than 9 512-bit URB entries."2:0" = reserved "000b"

15:0

HS Number of URB Entries Slice0

Format: u1é6

This field specifies the number of URB entries in SliceO URB memory to be allocated to HS. SW
shall ensure that the total HS Number of Entries does not exceed the relevant ValidValue range
listed below.

Value Name

[0,1548]

Programming Notes

HS Number of URB Entries must be divisible by 8 if the HS URB Entry Allocation Size is less
than 9 512-bit URB entries."2:0" = reserved "000b"
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3DSTATE_URB_ALLOC_VS_BODY

Source: RenderCS
Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord | Bit Description
0 31:29 | Reserved
Access: RO
Format: MBZ
28:21 | VS URB Starting Address SliceN
Format: us8
This field specifies the offset (from the start of the URB memory in additional slices) of the VS
URB allocation, specified in multiples of 8 KB. For each additional, enabled slice, HW will increase
the VS URB Starting Address by the value specified, resulting in a Starting Address within the total
URB space.
Value Name
[0,127]
Programming Notes
This field is ignored by HW as there is only one slice in the device.
20:18 | Reserved
Access: RO
Format: MBZ
17:10 | VS URB Starting Address Slice0
Format: us
This field specifies the offset (from the start of Slice0 URB memory) of the VS URB allocation,
specified in multiples of 8 KB. This allocation must account for any Push Constant allocations, as
those allocations begin at offset 0 in SliceO URB memory.
Value Programming Notes
[0,127] The VS URB Starting Address Slice 0 must be greater than the render and posh push
constant space allocated
using3DSTATE_PUSH_CONSTANT_ALLOC_VS,3DSTATE_PUSH_CONSTANT_ALLOC_H
S,3DSTATE_PUSH_CONSTANT_ALLOC_DS,3DSTATE_PUSH_CONSTANT_ALLOC_GS,3D
STATE_PUSH_CONSTANT_ALLOC_PS and VSR_PUSH_CONSTANT_BASE.
9:0 |VS URB Entry Allocation Size

Format: U10-1

Specifies the length, count of 512-bit units, of each URB entry owned by VS. This field is always
used (even if VS Function Enable is DISABLED).
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Value Name

[0,511]

Programming Notes

As the VS URB entry serves as both the per-vertex input and output of the VS shader, the VS
URB Allocation Size shall be sized to the maximum of the vertex input and output structures.

31:16

VS Number of URB Entries SliceN

Format: u16

This field specifies the number of URB entries in slices beyond Slice0 to be allocated to VS. SW
shall ensure that the total Number of Entries does not exceed the relevant ValidValue range listed
below.

Value Name
[64,3576] RenderCS
[64,1280] PositionCS

Programming Notes

This field is ignored by HW as there is only one slice in the device.

VS URB entries shall be allocated even if VS Function Enable is DISABLED.

VS Number of URB Entries must be divisible by 8 if the VS URB Entry Allocation Size is less than
9 512-bit URB entries."2:0" = reserved "000b"

15:0

VS Number of URB Entries Slice0

Format: u1e

This field specifies the number of URB entries in Slice0 URB memory to be allocated to VS. SW
shall ensure that the total Number of Entries does not exceed the relevant ValidValue range listed
below.

Value Name
[64,3576] RenderCS
[64,1280] PositionCS

Programming Notes
VS URB entries shall be allocated even if VS Function Enable is DISABLED.

VS Number of URB Entries must be divisible by 8 if the VS URB Entry Allocation Size is less than
9 512-bit URB entries."2:0" = reserved "000b"
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3DSTATE_URB_DS_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:25| DS URB Starting Address

Format: u7

Offset from the start of the URB memory where DS starts its allocation, specified in multiples of

8 KB.

Value Name
[0,127]
Programming Notes

If CTXT_SR_CTL::POSH_Enable is set and Push Constants are required or Device[SliceCount] GT

1, the lower limit is 8.

If CTXT_SR_CTL::POSH_Enable is clear and Push Constants are required or Device[SliceCount] GT

1, the lower limit is 4.

If Push Constants are not required and Device[SliceCount] == 1, the lower limit is 0.

24:16 | DS URB Entry Allocation Size

Format: U9-1

Specifies the length, count of 512-bit units, of each URB entry owned by DS. This field is always
used (even if DS Function Enable is DISABLED).

15:0

DS Number of URB Entries

Specifies the number of URB entries that are used by DS, based on only 1 slice enabled. When
multiple slices are enabled, HW will multiply the value programmed by the number of slices in
order to determine the total number of entries. SW shall ensure that the total number of entries
does not exceed the relevant ValidValue range listed below.

This field is always used (even if DS Function Enable is DISABLED).

If Domain Shader Thread Dispatch is Enabled then the minimum number of handles that must
be allocated is 34 URB entries.

Value Name

[0,3576]

Programming Notes
DS Number of URB Entries must be divisible by 8 if the DS URB Entry Allocation Size is

programmed to a value less than 9, which is 10 512-bit URB entries. "2:0" = reserved "000"
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3DSTATE_URB_GS_BODY

Source:

Size (in bits):
Default Value:

RenderCS
32
0x00000000

DWord

Bit

Description

0

31:25

GS URB Starting Address

Format: u7

Offset from the start of the URB memory where GS starts its allocation, specified in multiples of
8 KB.

Value Name

[0,127]

Programming Notes

If CTXT_SR_CTL::POSH_Enable is set and Push Constants are required or Device[SliceCount] GT
1, the lower limit is 8.

If CTXT_SR_CTL::POSH_Enable is clear and Push Constants are required or Device[SliceCount] GT
1, the lower limit is 4.

If Push Constants are not required and Device[SliceCount] == 1, the lower limit is 0.

24:16

GS URB Entry Allocation Size

Format: U9-1

Specifies the length, count of 512-bit units, of each URB entry owned by GS. This field is always
used (even if GS Function Enable is DISABLED).

15:0

GS Number of URB Entries

Specifies the number of URB entries that are used by GS, based on only 1 slice enabled. When
multiple slices are enabled, HW will multiply the value programmed by the number of slices in
order to determine the total number of entries. SW shall ensure that the total number of entries
does not exceed the relevant ValidValue range listed below.

This field is always used (even if GS Function Enable is DISABLED).

Value Name

[0,1548]

Programming Notes

Only if GS is disabled can this field be programmed to 0. If GS is enabled this field shall be
programmed to a value greater than 0. For GS Dispatch Mode "Single", this field shall be
programmed to a value greater than or equal to 1. For other GS Dispatch Modes, refer to the
definition of Dispatch Mode (3DSTATE_GS) for minimum values of this field.

GS Number of URB Entries must be divisible by 8 if the GS URB Entry Allocation Size is less than
9 512-bit URB entries."2:0" = reserved "000"

When 3DSTATE_GS:Enable is true, the minimum number of GS Number of URB Entries must be
set to 2.

126

Doc Ref # IHD-OS-TGL-Vol 2d-12.21




intel

3DSTATE_URB_HS_BODY

3DSTATE_URB_HS_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:25 | HS URB Starting Address
Format: u7
Offset from the start of the URB memory where HS starts its allocation, specified in multiples of
8 KB.
Value Name
[0,127]
Programming Notes
If CTXT_SR_CTL::POSH_Enable is set and Push Constants are required or Device[SliceCount] GT
1, the lower limit is 8.
If CTXT_SR_CTL::POSH_Enable is clear and Push Constants are required or Device[SliceCount] GT
1, the lower limit is 4.
If Push Constants are not required and Device[SliceCount] == 1, the lower limit is 0.
24:16 | HS URB Entry Allocation Size
Format: U9-1
Specifies the length, count of 512-bit units, of each URB entry owned by HS. This field is always
used (even if HS Function Enable is DISABLED).
15:0 [HS Number of URB Entries

Specifies the number of URB entries that are used by HS, based on only 1 slice enabled. When
multiple slices are enabled, HW will multiply the value programmed by the number of slices in
order to determine the total number of entries. SW shall ensure that the total number of entries
does not exceed the relevant ValidValue range listed below.

This field is always used (even if HS Function Enable is DISABLED).

Programming Restriction:HS Number of URB Entries must be divisible by 8 if the HS URB Entry
Allocation Size is less than 9 512-bit URB entries."2:0" = reserved "000"

Value Name

[0,1548]
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3DSTATE_URB_VS_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:25| VS URB Starting Address
Format: u7

Offset from the start of the URB memory where VS starts its allocation, specified in multiples of 8
KB.

Value Name

[0,127]

Programming Notes

If CTXT_SR_CTL::POSH_Enable is set and Push Constants are required or Device[SliceCount] GT
1, the lower limit is 8.

If CTXT_SR_CTL::POSH_Enable is clear and Push Constants are required or Device[SliceCount] GT
1, the lower limit is 4.

If Push Constants are not required and Device[SliceCount] == 1, the lower limit is 0.

24:16 | VS URB Entry Allocation Size

Format: U9-1

Specifies the length, count of 512-bit units, of each URB entry owned by VS. This field is always
used (even if VS Function Enable is DISABLED).

Programming Notes

Programming Restriction: As the VS URB entry serves as both the per-vertex input and output

of the VS shader,the VS URB Allocation Size must be sized to the maximum of the vertex input
and output structures.

15:0

VS Number of URB Entries
Format: u1e

Specifies the number of URB entries that are used by VS, based on only 1 slice enabled. When
multiple slices are enabled, HW will multiply the value programmed by the number of slices in
order to determine the total number of entries. SW shall ensure that the total number of entries
does not exceed the relevant ValidValue range listed below.

This field is always used (even if VS Function Enable is DISABLED).

Value Name
[64,3576] RenderCS
[64,1280] PositionCS
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Programming Notes

Programming Restriction: VS Number of URB Entries must be divisible by 8 if the VS URB Entry
Allocation Size is less than 9 512-bit URB entries."2:0" = reserved "000b"
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3DSTATE_VF_BODY

Source: RenderCS

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description

0 31:0 | Cut Index
This field specifies the index value that is considered the "cut index" which vertex indices are
compared to if a Cut Index Enable is set. The Cut Index is compared to the fetched (and possibly-
sign-extended) vertex index, and if these values are equal, the current primitive topology is
terminated. Note that, for index buffers less than 32bpp, it is possible to set the Cut Index to a
(large) value that will never match a sign-extended vertex index.
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Source: RenderCS
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord Bit Description
0.3 127:0 Vertex Elements Enables
Format: COMPONENT_ENABLES[32]
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3DSTATE_VF INSTANCING BODY
Source: RenderCS
Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord| Bit Description
0 31:10 | Reserved
Access: RO
Format: MBZ
9 |Instance Stride Enable
Format: Enable
Value| Name Description
Oh Disabled | The Instance Stride value is neither defined nor used. For this vertex element,
VF will access the Vertex Buffer as a simple 1D array using the Vertex Buffer
Pitch as a stride.
1h Enable |For this vertex element, VF will access the Vertex Buffer as a 2D array. The
Instance Advancement State field defines the stride between instances. The
Vertex Buffer Pitch defines the stride between vertices within a given instance.
Programming Notes
This field must be DISABLED when Instancing Enable is ENABLED.
8 |Instancing Enable
Format: Enable
Value| Name Description Programming Notes
Oh Disabled | This vertex element is not instanced and therefore
vertices within instances can each receive different
data for this vertex element. Within each instance, the
source vertex data for this vertex element is
determined according the Vertex Access Type of the
3DPRIMITIVE command. There is no Instance Data
Step Rate state defined for this vertex element.
1h Enabled | This vertex element is instanced and therefore vertices | The Instance
within instances will receive the same data for this Advancement State
vertex element. The source pointer for this particular |field provides the
vertex element will be (a) initialized at the start of Instance Data Step
3DPRIMITIVE processing, (b) held constant for all Rate.
vertices within an instance, and (c) advanced between
instances as a function of Instance Data Step Rate.
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Programming Notes
This field must be DISABLED when Instance Stride Enable is ENABLED.

7:6 |Reserved
Access: RO
Format: MBZ

5:0 |Vertex Element Index
Format: ué
This field identifies which vertex element state is to be modified by this command.

Value Name
[0,33]
1 31:0 |Instance Advancement State

If Instancing Enable is ENABLED, this field determines the rate at which data for this particular
vertex element is changed between instances. Only after the number of instances specified by
this field is generated is new (sequential) vertex element data provided. This process continues
for each group of instances defined in the 3DPRIMTIVE command. For example, a value of 1 in
this field causes new data to be supplied for this vertex element with each sequential (instance)
group of vertices. A value of 2 causes every other instance group of vertices to be provided with
new vertex element data. The special value of 0 causes all vertices of all instances generated by
the 3DPRIMITIVE command to be provided with the same data for this vertex element. (The same
effect can be achieved by setting this field to its maximum value.)

If Instance Stride Enable is ENABLED, this field determines the stride in BYTES from one instance
to the next. An InstanceStride of 0 means there is only one set of instance data (a degenerate 2D
array with an instance dimension of 1). For this vertex element, VF will access the vertex buffer
data sequentially for each vertex within first instance, and then return to the start of the vertex
buffer for the vertices in the next instance, and so on.

Programming Notes

The interpretation/use of this field depends on whether the Instancing Enable or Instance Stride
Enable state bit is ENABLED. Software shall not concurrently ENABLE both of those state bits. If
both state bits are DISABLED, this field is ignored.
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Source: RenderCS
Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord| Bit Description
0 31 [XP1 Enable
Format: Boolean
Value Name Description
Oh Disabled XP1 is not inserted
1h Enabled XP1 (as defined by XP1 Source Select) is inserted.
30:29 | XP1 Component Number
If XP1 Enable is ENABLED, this field specifies the 32-bit component location (within the 4-
component VUE) where it is inserted.
If XP1 Enable is DISABLED, this field is ignored.
Value Name Description
0 COMP_O If enabled, XP1 is inserted in component 0 (.x)
1 COMP_1 If enabled, XP1 is inserted in component 1 (.y)
2 COMP_2 If enabled, XP1 is inserted in component 2 (.z)
3 COMP_3 If enabled, XP1 is inserted in component 3 (.w)
28 | XP1 Source Select
If XP1 Enable is ENABLED, this field selects between the available sources for the XP1 SGV to be
inserted.
If XP1 Enable is DISABLED, this field is ignored.
Value Name Description Programming Notes
1h Start Instance The XP1 value is Start Instance Location is the only valid
Location sourced from the Start |value if 3DSTATE_VF::InstancelDOffsetEnable
Instance Location is set.
Parameter.
Oh XP1_PARAMETER [The XP1 value is
sourced from the XP1
parameter as defined
by 3DPRIMITIVE.
27:22 | Reserved
Access: RO
Format: MBZ
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21:16 | XP1 Element Offset

Format: | ue

If XP1 Enable is ENABLED, this field specifies the VUE element offset of the 128-bit element
where it is to be inserted. The XP1 Component Number specifies where in the specified element
it is to be inserted.

Value Name
[0,33]
15 | XPO Enable
Format: Boolean
Value Name Description
Oh Disabled XPO is not inserted
1h Enabled XPO (as defined by XP0O Source Select) is inserted

14:13 | XPO Component Number
If XPO Enable is ENABLED, this field specifies the 32-bit component location (within the 4-
component VUE) where it is inserted. If XPO Enable is DISABLED, this field is ignored.

Value Name Description
0 COMP_0 If enabled, XPO is inserted in component 0 (.x)
1 COMP_1 If enabled, XPO is inserted in component 1 (.y)
2 COMP_2 If enabled, XPO is inserted in component 2 (.z)
3 COMP_3 If enabled, XPO is inserted in component 3 (.w)

12 [XPO Source Select
If XPO Enable is ENABLED, this field selects between the available sources for the XP0O SGV to be

inserted.
If XPO Enable is DISABLED, this field is ignored.
Value Name Description

1h VERTEX_LOCATION | The XPO value is sourced from one of the two Vertex Location
parameters passed in 3DPRIMITIVE. If Vertex Access Mode is
SEQUENTIAL, the Start Vertex Location value is used. If Vertex
Access Mode is RANDOM, the Base Vertex Location value is used.

Oh XPO_PARAMETER | The XPO value is sourced from the XP0O parameter as defined by

3DPRIMITIVE.
11:6 |Reserved
Access: RO
Format: MBZ
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5:0 |XPO Element Offset

Format: | ue

If XPO Enable is ENABLED, this field specifies the VUE element offset of the 128-bit element
where it is to be inserted. The XPO Component Number specifies where in the specified element
it is to be inserted. If XPO Enable is DISABLED, this field is ignored.

Value Name

[0,33]

1 31:16 | Reserved

Access: RO

Format: MBZ

15 [XP2 Enable

Format: Boolean

Value| Name Description

Oh Disabled | XP2 is not inserted

1h Enabled | XP2 is inserted, sourced from the XP2 parameter as defined by 3DPRIMITIVE.

14:13 | XP2 Component Number
If XP2 Enable is ENABLED, this field specifies the 32-bit component location (within the 4-
component VUE) where it is to be inserted. If XP2 Enable is DISABLED, this field is ignored.

Value Name Description
0 COMP_O If enabled, XP2 is inserted in component 0 (.x)
1 COMP_1 If enabled, XP2 is inserted in component 1 (.y)
2 COMP_2 If enabled, XP2 is inserted in component 2 (.z)
3 COMP_3 If enabled, XP2 is inserted in component 3 (.w)
12:6 |Reserved
Access: RO
Format: MBZ

5:0 |XP2 Element Offset

Format: ue6

If XP2 Enable is ENABLED, this field specifies the VUE element offset of the 128-bit element
where it is to be inserted. The XP2 Component Number specifies where in the specified element
it is to be inserted. If XP2 Enable is DISABLED, this field is ignored.

Value Name

[0,33]
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Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31 |InstancelD Enable
Format: Enable
Value Name Description
Oh Disabled InstancelD is not inserted
1h Enabled InstancelD is inserted
30:29 | InstancelD Component Number
If InstancelD Enable is ENABLED, this field specifies the 32-bit component location (within the 4-
component VUE) where it is inserted.
If InstancelD Enable is DISABLED, this field is ignored.
Value Name Description
0 COMP_O If enabled, InstancelD is inserted in component 0 (.x)
1 COMP_1 If enabled, InstancelD is inserted in component 1 (y)
2 COMP_2 If enabled, InstancelD is inserted in component 2 (.z)
3 COMP_3 If enabled, InstancelD is inserted in component 3 (.w)
28:22 | Reserved
Access: RO
Format: MBZ
21:16 | InstancelD Element Offset
Format: U6
If InstancelD Enable is ENABLED, this field specifies the VUE element offset of the 128-bit
element where it is to be inserted. The InstancelD Component Number specifies where in the
specified element it is inserted.
Value Name
[0,33]
15 |VertexID Enable
Format: Enable
Value Name Description
Oh Disabled VertexID is not inserted
Th Enabled VertexID is inserted
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14:13 | VertexID Component Number

If VertexID Enable is ENABLED, this field specifies the 32-bit component location (within the 4-

component VUE) where it is inserted. If VertexID Enable is DISABLED, this field is ignored.

Value Name Description

0 COMP_0 If enabled, VertexID is inserted in component 0 (.x)

1 COMP_1 If enabled, VertexID is inserted in component 1 (.y)

2 COMP_2 If enabled, VertexID is inserted in component 2 (.z)

3 COMP_3 If enabled, VertexID is inserted in component 3 (.w)
12:6 | Reserved

Access: RO

Format: MBZ
5:0 |VertexID Element Offset

Format: U6

If VertexID Enable is ENABLED, this field specifies the VUE element offset of the 128-bit element
where it is to be inserted. The VertexID Component Number specifies where in the specified
element it is inserted. This is also the vertex element index. If VertexID Enable is DISABLED, this
field is ignored.

Value Name

[0,33]
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3DSTATE_VF_TOPOLOGY_BODY

Source: RenderCS

Size (in bits): 32

Default Value: 0x00000000

DWord Bit Description
0 31:6 |Reserved
Access: RO
Format: MBZ
5:0 |Primitive Topology Type

Format: | 3D_Prim_Topo_Type
This field specifies the VF stage's Topology state.
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3DSTATE_VIEWPORT_STATE_POINTERS_CC_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:5 | CC Viewport Pointer
Format: DynamicStateOffset[31:5]CC_VIEWPORT*16

Specifies the 32-byte aligned address offset of the CC_VIEWPORT state. This offset is relative to
the Dynamic State Base Address.

4:0 |Reserved
Access: RO
Format: MBZ
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3DSTATE_VIEWPORT_STATE_POINTERS_SF_CLIP_BODY

Source: RenderCS
Size (in bits): 32

Default Value: 0x00000000
DWord | Bit

Description

0 31:6 | SF Clip Viewport Pointer
Format: DynamicStateOffset[31:6]SF_CLIP_VIEWPORT*16

Specifies the 64-byte aligned address offset of the SF_CLIP_VIEWPORT state. This offset is relative
to the Dynamic State Base Address.

5:0 |Reserved

Access: RO

Format: MBZ
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Source: RenderCS
Size (in bits): 256
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 000000000,
0x00000000, 0x00000000
DWord| Bit Description
0..1 63:6 | Kernel Start Pointer
Format: InstructionBaseOffset[63:6]

This field specifies the starting location of the kernel program run by threads spawned by the VS
pipeline stage. It is specified as a 64-byte-granular offset from the Instruction Base Address. This
field is ignored if VS Function Enable is DISABLED.

5.0 |Reserved

Access: RO

Format: MBZ
2 31 |Reserved

Access: RO

Format: MBZ

30 |[Vector Mask Enable
Format: Enable

Upon subsequent VS thread dispatches, this bit is loaded into the EUs Vector Mask Enable
(VME, cr0.0[3]) thread state. Refer to EU documentation for the definition and use of VME state.
Value | Name Description

Oh Dmask | The EU will use the Dispatch Mask (supplied by the VS stage) for instruction
execution.

1h Vmask | The EU will use the Vector Mask (derived from the Dispatch Mask) for
instruction execution.

Programming Notes

Under normal conditions SW shall specify DMask, as the VS stage will provide a Dispatch Mask
appropriate to SIMD4x2 or SIMD8 thread execution (as a function of SIMD8 Dispatch Enable).
E.g. for SIMD4x2 thread execution, the VS stage will generate a Dispatch Mask that is equal to
what the EU would use as the Vector Mask. For SIMD8 execution there is no known usage
model for use of Vector Mask (as there is for PS shaders).
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29:27

Sampler Count

Format: | U3

This field specifies (in multiples of 4)the number of sets of sampler state that will be prefetched
for use by the VS kernel. While the prefetching of sampler state is optional and does not impact
functionality, it may improve performance.

This field is ignored if the Function Enable state is set to DISABLED.

Value Name Description
Oh No Samplers no samplers used
1h 1-4 Samplers between 1 and 4 samplers used
2h 5-8 Samplers between 5 and 8 samplers used
3h 9-12 Samplers between 9 and 12 samplers used
4h 13-16 Samplers between 13 and 16 samplers used

26 |Reserved
Access: RO
Format: MBZ
25:18 | Binding Table Entry Count

Format: us

Specifies how many binding table entries the kernel uses. Used only for prefetching of the
binding table entries and associated surface state. Note: For kernels using a large number of
binding table entries, it may be wise to set this field to zero to avoid prefetching too many
entries and thrashing the state cache. This field is ignored if VS Function Enable is DISABLED.

When HW Generated Binding Table bit is enabled: This field indicates which cache lines
(512bit units - 32 Binding Table Entry section) should be fetched. Each bit in this field
corresponds to a cache line. Only the 1st 4 non-zero Binding Table entries of each 32 Binding
Table entry section prefetched will have its surface state prefetched.

Value Name

[0,255]

Programming Notes

When HW binding table bit is set, it is assumed that the Binding Table Entry Count field will be
generated at JIT time.

17

Thread Dispatch Priority

Format: U1

Specifies the priority of the thread for dispatch: This field is ignored if VS Function Enable is
DISABLED.

Value Name Description

Oh Normal Normal Priority

1h High High Priority
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16

Floating Point Mode

Format: | U1

Specifies the initial floating point mode used by the dispatched thread. This field is ignored if VS
Function Enable is DISABLED.

Value Name Description
Oh IEEE-754 Use IEEE-754 Rules
Th Alternate Use Alternate Rules
15 |Reserved
Access: RO
Format: MBZ
14 |Reserved
Access: RO
Format: MBZ
13 |lllegal Opcode Exception Enable
Format: Enable
This bit gets loaded into EU CR0.1[12] (note the bit # difference). See Exceptions and ISA
Execution Environment. This field is ignored if VS Function Enable is DISABLED.
12 | Accesses UAV
Format: Enable
This field must be set when VS has a UAV access.
Programming Notes
This field must not be set when VS Function Enable is disabled.
This bit shall not be set when the command is executed in the PCS pipeline.
11 |Reserved
Access: RO
Format: MBZ
10:8 | Reserved
| Format: | MBZ
7 |Software Exception Enable
| Format: | Enable
This bit gets loaded into EU CR0.1[13] (note the bit # difference). See Exceptions and ISA
Execution Environment. This field is ignored if VS Function Enable is DISABLED.
6:0 |Reserved
Access: RO
Format: MBZ
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3.4

63:32

Reserved

Access: RO

Format: MBZ

31:10

Scratch Space Base Pointer

Format: GeneralStateOffset[31:10]

Specifies the starting location of the scratch space area allocated to this FF unit as a 1K-byte
aligned offset from the General State Base Address. If required, each thread spawned by this FF
unit will be allocated some portion of this space, as specified by Per-Thread Scratch Space. The
computed offset of the thread-specific portion will be passed in the thread payload as Scratch
Space Offset. The thread is expected to utilize "stateless" DataPort read/write requests to access
scratch space, where the DataPort will cause the General State Base Address to be added to the
offset passed in the request header. This field is ignored if VS Function Enable is DISABLED. In
64b OS all pointers need to be seen by SW as 48b. HW does not support a Scratch Space Base
Pointer larger than 32b, therefore SW must ensure Bits<63:32> are set to 0's.

Programming Notes

The scratch spaces allocated to the POCS VSR stage and RCS VS stage shall not overlap with
each other or the scratch space allocations of any other enabled stage in the RCS pipeline.

9:4

Reserved

Access: RO

Format: MBZ

3:0

Per-Thread Scratch Space

Format: U4

Specifies the amount of scratch space to be allocated to each thread spawned by this FF
unit.The driver must allocate enough contiguous scratch space, starting at the Scratch Space
Base Pointer, to ensure that the Maximum Number of Threads can each get Per-Thread Scratch
Space size without exceeding the driver-allocated scratch space. This field is ignored if VS
Function Enable is DISABLED.

Value Name Description

[0,11] Indicating [1K Bytes, 2M Bytes]

Programming Notes

This amount is available to the kernel for information only. It will be passed verbatim (if not
altered by the kernel) to the Data Port in any scratch space access messages, but the Data Port
will ignore it.

31:25

Reserved

Access: RO

Format: MBZ
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24:20

Dispatch GRF Start Register For URB Data

Format: | us

Specifies the starting GRF number for the URB portion (URB constants and vertices) of the thread
payload.
This field is ignored if VS Function Enable is DISABLED.

Value Name Description
[0,31] indicating GRF [RO, R31]
19:17 | Reserved
Access: RO
Format: MBZ
16:11 | Vertex URB Entry Read Length

Format: ué

Specifies the number of pairs of 128-bit vertex elements to be passed into the payload for each
vertex. This field is ignored if VS Function Enable is DISABLED. For SIMD4x2 dispatch, each vertex
element requires one GRF of payload data, therefore the number of GRFs with vertex data will be
double the value programmed in this field. For SIMD8 dispatch, each vertex element requires 4
GRFs of payload data, therefore the number of GRFs with vertex data will be 8 times the value
programmed in this field. The EU limit of 128 GRFs imposes a maximum limit of 30 elements per
vertex pushed into the payload, though the practical limit may be lower. If input vertices exceed
the practical limit, software must decide between resorting to pulling elements during thread
execution or dropping back to SIMD4x2 dispatch. Note that the VUE is used for both input and
output, so when using the pull-model software must ensure inputs are not overwritten before
last use.

Value Name Description
[1,63] if SIMD8 dispatch disabled
[0,15] if SIMD8 dispatch enabled
10 |Reserved
Access: RO
Format: MBZ
9:4 [Vertex URB Entry Read Offset

Format: ué6

Specifies the offset (in 256-bit units) at which Vertex URB data is to be read from the URB before
being included in the thread payload. This offset applies to all Vertex URB entries passed to the
thread. This field is ignored if VS Function Enable is DISABLED.

Value Name
[0,63]
3:0 [Reserved
Access: RO
Format: MBZ
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6 31:22

Maximum Number of Threads
Format: | U10-1

Specifies the maximum number of simultaneous threads allowed to be active. Used to avoid
using up the scratch space. Programming the value of the max threads over the number of
threads based off number of threads supported in the execution units may improve performance
since the architecture allows threads to be buffered between the check for max threads and the
actual dispatch into the EU. Programming the max values to a number less than the number of
threads supported in the execution units may reduce performance. This field is ignored if VS
Function Enable is DISABLED.

Value Name Description
[0,191] indicating thread count of [1,192]
[0,545] indicating thread count of [1,546]
21:11 | Reserved
Access: RO
Format: MBZ
10 |Statistics Enable

Format: Enable

If ENABLED, the VS stage will perform statistics gathering. See the Statistics Gathering
subsection.
If DISABLED, statistics information associated with the VS stage will be left unchanged.

Programming Notes

When a 3DPRIMITIVE command with POSH Enable set is executed from the RCS command
stream, VS statistics gathering is inhibited for that command.

SIMDB8 Single Instance Dispatch Enable
Format: Enable

This field is used to specify whether vertices from different instances can be combined in a single
SIMD8 dispatch. This bit is ignored if SIMD4x2 dispatches are enabled (i.e., SIMD8 Dispatch
Enable is DISABLED).

If ENABLED, SIMD8 VS thread dispatches will not combine vertices from different instances. This
allows the VS kernel to handle instance-specific operations (e.g., read constants indexed by the
InstancelD) in a global fashion, as these operations pertain to all vertices of the dispatch.

If DISABLED, SIMD8 VS thread dispatches can combine vertices from different instances. The VS
kernel must determine if instance-specific operations can be handled globally (vs. per-vertex).
E.g. it can examine the Single Instance payload bit.

Programming Notes

SIMDS8 Single Instance Dispatch Enable is not supported for HPCXTs.

8:3

Reserved
Access: RO
Format: MBZ
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2 |SIMDB8 Dispatch Enable
Format: | Enable
This field determines how VS threads are dispatched and how the thread payloads are generated.
The setting of this field must agree with how the VS kernel was compiled.
If ENABLED, SIMDS8 VS thread dispatches are performed. The Single Vertex Dispatch field is
ignored.
If DISABLED, SIMD4x2 thread dispatches are performed. The Single Vertex Dispatch field can be
used to force single-vertex dispatches.
Programming Notes
The only supported mode is SIMD8 Dispatch Enable set to Enable (1).
1 |Vertex Cache Disable
Format: Disable
This bit controls the operation of the Vertex Cache. This field is always used.
If the Vertex Cache is DISABLED and the VS Function is ENABLED, the Vertex Cache is not used
and all incoming vertices will be passed to VS threads.
If the Vertex Cache is ENABLED and the VS Function is ENABLED, only incoming vertices that do
not hit in the Vertex Cache will be passed to VS threads.
If the Vertex Cache is ENABLED and the VS Function is DISABLED, input vertices that miss in the
Vertex Cache will be assembled and written to the URB (by the VF stage), and subsequently
passed through the VS stage unmodified (i.e, no VS threads are spawned).
The Vertex Cache is invalidated whenever the Vertex Cache becomes DISABLED, whenever the VS
Function Enable toggles, between 3DPRIMITIVE commands and between instances within a
3DPRIMITIVE command.
Programming Notes
See the Vertex Caching subsection for details on implicit Vertex Cache disabling.
0 |Function Enable
Format: Enable
This bit determines whether or not the VS stage spawns VS threads, which comprises the bulk of
the VS stage functionality.
If ENABLED, VS threads may be spawned to process VF-generated vertices before the resulting
vertices are passed down the pipeline.
If DISABLED, VF-generated vertices will pass thru the VS function and are sent down the pipeline
unmodified. The Vertex Cache (if enabled) is still available.
7 31:27 | Reserved
Access: RO
Format: MBZ

148

Doc Ref # IHD-OS-TGL-Vol 2d-12.21




intel

3DSTATE_VS_BODY

26:21

Vertex URB Entry Output Read Offset

Format: | ue

Specifies the offset (in 256-bit units) at which Vertex URB data is to be read from the URB by the
Setup Back-End (SBE) function. The offset programmed will specify the start of Attribute 0 to be
passed in subsequent Pixel Shader thread payloads. Refer to the Attribute Interpolator Setup
documentation.

Value Name

[0,63]

Programming Notes

As the vertex header data located at the start of the Vertex URB entry is typically only used by
3D pipeline FFs (i.e., Clipper, Setup FrontEnd) and not required as interpolated attributes in
Pixel Shader threads, it is expected that SW will program this Start Offset skip over the vertex
header.

This offset value is ignored if SBE's Number of SF Attributes state is programmed to O (i.e., no
attributes are defined beyond the position read from the Vertex Header)

20:16

Vertex URB Entry Output Length
Format: us

Specifies the amount of Vertex Attribute URB data to be read by the Setup Back-End function for
each Vertex URB entry, in 256-bit units. The attribute data will be read starting at the offset
specified by the Vertex URB Entry Output Read Offset state.

Value Name

[1,16]

Programming Notes

This length value is ignored if SBE's Number of SF Attributes state is programmed to O (i.e., no
attributes are defined beyond the position read from the Vertex Header).

15:8

User Clip Distance Clip Test Enable Bitmask

Format: us

This 8 bit mask field selects which of the 8 Clip Distance Values (if any) are to be included in the
Clip stage's trivial reject / trivial accept / must clip determination function.

The ClipDistance Values (if present) are located in DW8-15 of the VUE Vertex Header located at
the beginning of VUE URB entries. Bit O of this field corresponds to Clip Distance Value 0.

70

User Clip Distance Cull Test Enable Bitmask
Format: us

This 8 bit mask field selects which of the 8 Clip Distance Values (if any) are to be included in the
Clip stage's trivial reject / trivial accept determination function. Note that must clip determination
is not included in this function.

The ClipDistance Values (if present) are located in DW8-15 of the VUE Vertex Header located at
the beginning of VUE URB entries. Bit 0 of this field corresponds to Clip Distance Value 0.

Doc Ref # IHD-0S-TGL-Vol 2d-12.21 149




intel

3DSTATE_WM_BODY

3DSTATE_WM_BODY

Source: RenderCS

Size (in bits): 32

Default Value: 0x00000000

DWord| Bit Description
0 31 |Statistics Enable

Format: Enable

If ENABLED, the Windower and pixel pipeline will engage in statistics gathering. If DISABLED,

statistics information associated with this FF stage will be left unchanged. See Statistics

Gathering.

Programming Notes

This bit must be disabled if any of these bits is set: 3DSTATE_WM::Legacy Depth Buffer Clear,

3DSTATE_WM::Legacy Hierarchical Depth Buffer Resolve Enable or 3DSTATE_WM:Legacy

Depth Buffer Resolve Enable.

30:27 | Reserved
Access: RO
Format: MBZ
26 |Legacy Diamond Line Rasterization

Format: Enable

This bit, if ENABLED, indicates that the Windower will rasterize zero width lines using the DX9

rasterization rules. If DISABLED, the Windower will rasterize zero width lines using the DX10

rasterization rules (see Strips Fans chapter).
25:23 | Reserved
Access: RO
Format: MBZ
22:21 | Early Depth/Stencil Control
| Format: U2

This field specifies the behavior of early depth/stencil test.

Value| Name Description

Oh NORMAL | Depth/Stencil Test/Write behaves as if it happens post-shader, however the
pixel shader is not necessarily executed if the pixel fails depth or stencil test
(this is the legacy behavior)

Th PSEXEC |Depth/Stencil Test/Write behaves as if it happens post-shader, and the pixel
shader is executed if the pixel fails depth or stencil test (although pre-shader
actions such as primitive inclusion, stipple, etc. will still cause the shader not
to execute)

2h PREPS Depth/Stencil Test/Write behaves as if it happens pre-shader. The pixel
shader is not executed if the pixel fails depth or stencil test. Depth and stencil

150 Doc Ref # IHD-OS-TGL-Vol 2d-12.21




intel

3DSTATE_WM_BODY

writes occur even if the pixel is killed by the shader or post-shader by alpha
test, etc. Depth output by the pixel shader is ignored.

3h Reserved

Programming Notes

The Early Depth/Stencil Control field cannot be set to PREPS (value = 2h) if ForceKillpix =
ForceON or Forced Thread Dispatch = ForceON

20:19

Force Thread Dispatch Enable

Value Name Description
Oh Normal WM_INT::ThreadDispatchEnable is computed normally
1h ForceOff Forces WM_INT::ThreadDispatchEnable Off
2h ForceON Forces WM_INT::ThreadDispatchEnable On
3h Reserved

Programming Notes

This should must always be set to Normal. This field should not be tested for functional
validation

18:17

Position ZW Interpolation Mode
Format: U2

This field elects "interpolation mode" associated with the Position Z (source depth) and W
coordinates passed in the PS payload when the PS requires Position as input. This field does not
determine whether these coordinates are actually included in the payload (see Pixel Shader
Requires Depth, Pixel Shader Requires W).

Value Name Description

Oh INTERP_PIXEL Evaluate Z & W at the pixel center or UL corner (as
specified by Pixel Location of 3DSTATE MULTISAMPLE)

Th Reserved
2h INTERP_CENTROID
3h INTERP_SAMPLE

Programming Notes

WM_INT::RT Independent Rasterization Enable must be disabled in order to select
INTERP_SAMPLE.

MSDISPMODE_PERSAMPLE is required in order to select INTERP_SAMPLE.

16:11

Barycentric Interpolation Mode

Format: Enable[6]

Controls which barycentric interpolation terms must be passed into the pixel shader kernel.
Bit 0: Perspective Pixel Location barycentric is required

Bit 1: Perspective Centroid barycentric is required

Bit 2: Perspective Sample barycentric is required
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Bit 3: Non-perspective Pixel Location barycentric is required
Bit 4: Non-perspective Centroid barycentric is required
Bit 5: Non-perspective Sample barycentric is required

Programming Notes

If contiguous dispatch modes are enabled, only bit 3 (non-perspective pixel location) can be
set, all other bits in this field must be zero. Pixel Location below refers to either the upper left
corner or pixel center depending on the Pixel Location state of
3DSTATE_MULTISAMPLING).MSDISPMODE_PERSAMPLE is required in order to select
Perspective Sample or Non-perspective Sample barycentric coordinates.

10 |Reserved

Access: RO
Format: MBZ
9:8 [Line End Cap Antialiasing Region Width
Format: u2
This field specifies the distances over which the coverage of anti-aliased line end caps are
computed.
Value Name Description
Oh 0.5 pixels 0.5 pixels
Th 1.0 pixels 1.0 pixels
2h 2.0 pixels 2.0 pixels
3h 4.0 pixels 4.0 pixels

7:6 |Line Antialiasing Region Width

Format: uz2

This field specifies the distance over which the anti-aliased line coverage is computed.

Value Name Description

Oh 0.5 pixels 0.5 pixels

Th 1.0 pixels 1.0 pixels

2h 2.0 pixels 2.0 pixels

3h 4.0 pixels 4.0 pixels

5 |Reserved
Access: RO
Format: MBZ

4 | Polygon Stipple Enable

| Format: | Enable

Enables the Polygon Stipple function.

3 |Line Stipple Enable

| Format: | Enable

Enables the Line Stipple function.
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2 |Point Rasterization Rule
This field specifies the rasterization rules to be applied whenever the edges of a point primitive
fall exactly on a pixel sampling point.

Value Name Description

Oh RASTRULE_UPPER_LEFT [To match "normal" upper left rules for surface primitives

1h RASTRULE_UPPER_RIGHT [ To match OpenGL point rasterization rules (round to +
infinity, where this is the upper right direction wrt OpenGL
screen origin of lower left).

1:0 |Force Kill Pixel Enable

Value Name Description
Oh Normal WM_INT:: Pixel Shader Kill Pixel is computed normally
1h ForceOff Forces WM_INT:: Pixel Shader Kill Pixel Off
2h ForceON Forces WM_INT:: Pixel Shader Kill Pixel On
3h Reserved

Programming Notes

This should must always be set to Normal. This field should not be tested for functional
validation
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3DSTATE_ WM_CHROMAKEY_BODY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31 |ChromaKey Kill Enable
Format: Enable

If ENABLED, indicates that at least one of the attached samplers has ChromaKeyKill enabled.

30:0 [Reserved

Access: RO

Format: MBZ
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3DSTATE_WM_DEPTH_STENCIL BODY

Source: RenderCS
Size (in bits): 96
Default Value: 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0 31:29 | Stencil Fail Op
Format: 3D_Stencil_Operation

This field specifies the operation to perform on the Stencil Buffer when the (front face) stencil
test fails.

Programming Notes

if all three stencil ops (Stencil Fail, Stencil Pass Depth Fail, and Stencil Pass Depth Pass) are
KEEP, ZERO, or REPLACE, the stencil buffer is not read.

28:26 | Stencil Pass Depth Fail Op

Format: 3D_Stencil_Operation

This field specifies the operation to perform on the Stencil Buffer when the (front face) stencil
test passes but the depth pass fails.

25:23 | Stencil Pass Depth Pass Op

Format: | 3D_Stencil_Operation

This field specifies the operation to perform on the Stencil Buffer when the (front face) stencil
test passes but the depth test passes.

22:20 | Backface Stencil Test Function

| Format: | 3D_Compare_Function

19:17 | Backface Stencil Fail Op

| Format: | 3D_Stencil_Operation

16:14 | Backface Stencil Pass Depth Fail Op

| Format: | 3D_Stencil_Operation

This field specifies the operation to perform on the Stencil Buffer when the stencil test passes
but the depth pass fails.

13:11| Backface Stencil Pass Depth Pass Op

Format: 3D_Stencil_Operation

This field specifies the operation to perform on the Stencil Buffer when the stencil test passes
and the depth pass passes (or is disabled).

10:8 | Stencil Test Function
Format: 3D_Compare_Function

This field specifies the comparison function used in the (front face) StencilTest function.
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75

Depth Test Function
| Format: | 3D_Compare_Function

Specifies the comparison function used in DepthTest function.

Programming Notes

If the Depth Test Function is ALWAYS or NEVER, the depth buffer is not read.

Double Sided Stencil Enable

Format: Enable

Enable doubled sided stencil operations.

Value Name Description

Oh False Double Sided Stencil Disabled

Th True Double Sided Stencil Enabled

Programming Notes

e Back-facing primitives have a vertex winding order opposite to the currently selected
Front Winding state.

e Culling of primitives is not affected by the double sided stencil state

e Back-facing primitives will be rendered, honoring all current device state, as though it
were a front-facing primitive with no implicitly overloaded state.

Stencil Test Enable

Format: Enable

Enables StencilTest function of the Pixel Processing pipeline.

Programming Notes

If any of the render targets are YUV format, this field must be disabled.

Stencil Buffer Write Enable

Format: Enable

Enables writes to the Stencil Buffer.

Programming Notes

If this field is enabled, Stencil Test Enable must also be enabled.

Depth Test Enable

Format: Enable

Enables the DepthTest function of the Pixel Processing pipeline.

Value Name

Oh Disable

1h Enable

Programming Notes

If any of the render targets are YUV format, this field must be disabled.
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0 |Depth Buffer Write Enable
| Format: | Enable
Enables writes to the Depth Buffer.
Programming Notes
A Depth Buffer must be defined before enabling writes to it, or operation is UNDEFINED.
This bit must not be set when WM_INT::RT Independent Rasterization Enable is true.
1 31:24 | Stencil Test Mask
Format: us
This field specifies a bit mask applied to stencil test values. Both the stencil reference value and
value read from the stencil buffer will be logically ANDed with this mask before the stencil
comparison test is performed.
23:16 | Stencil Write Mask
Format: us
This field specifies a bit mask applied to stencil buffer writes. Only those stencil buffer bits
corresponding to bits set in this mask will be modified.
15:8 | Backface Stencil Test Mask
Format: us
This field specifies a bit mask applied to backface stencil test values. Both the stencil reference
value and value read from the stencil buffer will be logically ANDed with this mask before the
stencil comparison test is performed.
7:0 |Backface Stencil Write Mask
Format: us
This field specifies a bit mask applied to backface stencil buffer writes. Only those stencil buffer
bits corresponding to bits set in this mask will be modified.
2 31:16 | Reserved
Access: RO
Format: MBZ
15:8 | Stencil Reference Value
Format: us
This field specifies the stencil reference value to compare against in the (front face) StencilTest
function.
7:0 |Backface Stencil Reference Value
Format: U8
This field specifies the stencil reference value to compare against in the StencilTest function.
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3DSTATE_WM_HZ_OP_BODY

3DSTATE WM_HZ OP_BODY

Source: RenderCS
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord Bit Description
0 31 |Stencil Buffer Clear Enable
Format: Enable

When set, the stencil buffer is initialized.

Programming Notes

If this field is enabled,

1. the Depth Buffer Resolve Enable (full or partial) and
Hierarchical Depth Buffer Resolve Enable fields must
both be disabled.

2. 3DSTATE_DEPTH_BUFFER::Stencil Write Enable must be

set if 3SDSTATE_STENCIL_BUFFER::Stencil buffer enable is
set.

When this field is enabled, Stencil Buffer Resolve Enable should
be disabled

30 |Depth Buffer Clear Enable

Format: Enable

When set, the depth buffer is initialized.

Programming Notes

If this field is enabled,

1. the Depth Buffer Resolve Enable(full or partial) and
Hierarchical Depth Buffer Resolve Enable fields must
both be disabled.

2. 3DSTATE_DEPTH_BUFFER::Depth Write Enable must be
set.

29 |Scissor Rectangle Enable
Format: Enable

Enables operation of Scissor Rectangle.

Programming Notes

In order get the functionality right if this bit is disabled, driver
must clip the clear rectangle to scissor rectangle if scissor test
is enabled before clearing.
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3DSTATE_WM_HZ_OP_BODY

28

Depth Buffer Resolve Enable

| Format: | Enable

When set, the depth buffer is made to be consistent with the
hierarchical depth buffer as a side-effect of rendering pixels. This
is intended to be used when the depth buffer is to be used as a
surface outside of the 3D rendering operation. The Depth buffer
will be in uncompressed state after this operation.

Programming Notes
If this field is enabled,
1. the Depth Buffer Clear and Hierarchical Depth Buffer
Resolve Enable fields must both be disabled.
2. 3DSTATE_DEPTH_BUFFER::Depth Write Enable must be
set.

3. Depth Buffer Partial Resolve Enable field should be
disabled.

For validation reasons, the need to resolve an area smaller than
the whole depth buffer can occur. See the programming notes
for X/Y Min and X/Y Max

27

Hierarchical Depth Buffer Resolve Enable

Format: Enable

When set, the hierarchical depth buffer is made to be consistent
with the depth buffer as a side-effect of rendering pixels. This is
intended to be used when the depth buffer has been modified
outside of the 3D rendering operation.

Programming Notes
If this field is enabled,

1. the Depth Buffer Clear and Depth Buffer Resolve
Enable (full or partial) fields must both be disabled.

2. 3DSTATE_DEPTH_BUFFER::Depth Write Enable must be
set.

3. Stencil Buffer Resolve Enable must be disabled.

Doing a Hierarchical Depth Buffer resolve (HZ resolve) on a
partial HZ buffer is not permitted. The HZ resolve operation
must be done on the entire HZ buffer.

Performance Note: expect the hierarchical depth buffer's
impact on performance to be reduced for some period of time
after this operation is performed, as the hierarchical depth
buffer is initialized to a state that makes it ineffective. Further
rendering will tend to bring the hierarchical depth buffer back

to a more effective state.
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26

Pixel Position Offset Enable

| Format: | Enable

Enables the device to offset pixel positions by 0.5 both in
horizontal and vertical directions.

Programming Notes

Setting this field along with setting the Pixel Location to upper
left and number of multisamples to greater than one will cause
the device to offset pixel positions by 0.5 both in horizontal
and vertical directions. It is to be noted this is done to adjust
the pixel co-ordinate system to DX9 like, so any WM_HZ_OP
screen space rectangles (eg: legacy HiZ Clear, Resolve etc)
generated internally by driver in this mode needs to be aware
of this offset adjustment and send the rectangles according to
alignment restriction taking this offset adjustment into
consideration. SW can choose to set this bit only for DX9 API.
DX10/OGL API's should not have any effect by setting or not
setting this bit.

25

Full Surface Depth and Stencil Clear

Format: Enable

Programming Notes

Setting this field to "1" along with "Depth buffer clear" will
cause all the pixels/samples in an the HZ and Stencil CLs to be
cleared. Software must set this only when the APP requires the
entire Depth surface to be cleared. Setting this field to "1" for
STC-buffer only clear without “depth buffer clear" will cause all
the pixels/samples in the STC-CL to get the stc-ref value.

24

Stencil Buffer Resolve Enable

When set, the stencil buffer is filled with the true stencil values.
This is intended to be used when the stencil buffer is to be
used as a surface outside of the 3D rendering operation. When
this is enabled, Stencil Buffer Clear Enable field should be
disabled.

Programming Notes

The STC buffer is required to be done only if the "compression
bit" in the 3DSTATE_STENCIL_BUFFER is enabled. If STC buffer
compression is enabled, then the STC buffer will hold
compressed data. To get the true stencil values for all the
pixels, a stencil resolve operation is required.

Issue

The stencil resolve bit in WM_HZ_OP state is not being
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3DSTATE_WM_HZ_OP_BODY

considered by WM in the right pipeline stage

Workaround

Astep only W/a is to have a pipe control with thread_dispatch
set to OFF before the WM_HZ_OP with stencil buffer resolve is
required(bit 24 below).

1) Setting the force thread dispatch enable(bits 20:19) in the
3dstate_WM_body state to be set to Force_OFF (value of 1)
before the first WM_HZ_OP state cycle

2) Before second WM_HZ_OP state which is required by
programming sequencing to complete the HZ_OP operation,
reprogram the 3dstate_WM_body to set to NORMAL(value of
0).

3DSTATE_WM.ForceThreadDispatchEnable = 1(ForceOff)
PIPE_CONTROL commit the above state before HZ_OP
3DSTATE_WM_HZ_OP (stencil resolve bit set)

PIPE_CONTROL

3DSTATE_WM.ForceThreadDispatchEnable = O(Normal)
3DSTATE_WM_HZ_OP (empty, no bits set)

23:16

Stencil Clear Value

| Format: | us.o0

This field specifies the stencil clear value.

15:13

Number of Multisamples

| Format: | us3

This field specifies how many samples/pixel exist in the Depth
Buffer and Stencil buffers, as log2(#samples).

Value Name Description

Oh 1 1 sample/pixel
1h 2 2 samples/pixel
2h 4 4 samples/pixel
3h 8 8 samples/pixel
4h 16 16 samples/pixel
5h-7h Reserved

12:9 [Reserved
Access: RO
Format: MBZ

8:0 [Reserved
Access: RO
Format: MBZ
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1
Programming Notes:

The Clear/Resolve rectangle X and Y
Min values must be shifted by the LOD
level; i.e. the hardware does not include
the LOD in this function. Hence to clear
any particular X, Y from the base level,
to clear the contents at level "LOD" use

(X»LOD) and (Y»LOD).

The final X and Y Min values, after LOD
adjustment described above, have to
be manually 8x4 or 8x8 aligned for
Depth and HZ Resolve passes only. For
Clears see "Full Surface Depth and
Stencil Clear" field in this command
instead.

For multisample set to 1X together with
Z format set to16 bpp:
resolve_aligned_y_min = (y_min &
~0x7) //round down to last multiple of
8
resolve_aligned_x_min = (x_min &
~0x7) //round down to last multiple of
8
All other cases:
resolve_aligned_y_min = (y_min &
~0x3) //round down to last multiple of
4
resolve_aligned_x_min = (x_min &
~0x7) //round down to last multiple of
8

31:16

Clear Rectangle Y Min

| Format: | u16

Specifies Ymin value of (inclusive) of clear rectangle with the
Depth Buffer, used for clipping. Pixels with Y coordinates less
than Ymin will not be affected.

15:0

Clear Rectangle X Min

Format: u16

Specifies Xmin value of (inclusive) of clear rectangle with the
Depth Buffer, used for clipping. Pixels with X coordinates less
than or equal to Xmin will not be affected.

2
Programming Notes:

See the programming note in the
previous DWORD for the Min values.
The Clear/Resolve rectangleX and
YMax values must be shifted by the
LOD level: i.e. the hardware does not
include the LOD in this function. Hence
to clear any particular X, Y from the
base level, to clear the contents at level
"LOD" use (X»LOD) and (Y»LOD).
The final X and Y Max values, after LOD
adjustment described above, have to
be manually 8x4 or 8x8 aligned for
Depth and HZ Resolve passes only. For

31:16

Clear Rectangle Y Max

Format: u16

Specifies Ymax value of (exclusive) of clear rectangle with the
Depth Buffer, used for clipping. Pixels with Y coordinates greater
than Ymax will be not be cleared.

15:0

Clear Rectangle X Max

Format: u16

Specifies Xmax value of (exclusive) of clear rectangle with the
Depth Buffer, used for clipping. Pixels with X coordinates greater
than or equal to Xmax will be not be affected.
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Clears see "Full Surface Depth and
Stencil Clear" field in this command
instead.

For multisample set to 1X together with
Z format set to16 bpp:
resolve_aligned_y_max= (y_max &
~0x7) + ((y_max & 0x7 == 0) 7 0: 8)
//round up to next multiple of 8
resolve_aligned_x_max= (x_max &
~0x7) + ((x_max & 0x7 == 0) ? 0 : 8)
//round up to next multiple of 8
All other cases:
resolve_aligned_y_max= (y_max &
~0x3) + ((y_max & 0x3 == 0) 7 0: 4)
//round up to next multiple of 4
resolve_aligned_x_max= (x_max &
~0x7) + ((x_max & 0x7 == 0) 7 0 : 8)
//round up to next multiple of 8

3 31:16 | Reserved
Access: RO
Format: MBZ
15:0 | Sample Mask
Format:
Right-justified bitmask (Bit 0 = Sample0). Number

of bits that are used is determined by Num
Multisamples (3DSTATE WM HZ OP)

A per-multisample-position mask state variable that is
immediately and unconditionally ANDed with the sample
coverage mask as part of the rasterization process. This mask is
applied prior to centroid selection.

Programming Notes

If Number of Multisamples is NUMSAMPLES_1, bits 15:1 of this
field will be zeroed by HW.If Number of Multisamples is
NUMSAMPLES_2, bits 15:2 of this field will be zeroed by HW.If
Number of Multisamples is NUMSAMPLES_4, bits 15:4 of this
field will be zeroed by HW.If Number of Multisamples is
NUMSAMPLES_8, bits 15:8 of this field will be zeroed by HW.
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A32 Buffer Base Address Message Header Control

MHC_A32_BBA - A32 Buffer Base Address Message Header Control

Size (in bits): 32

Default Value: 0x00000000

DWord| Bit
0 31:10 | Buffer Base Address Offset

Format: GeneralStateOffset[31:10]

Specifies the base address offset page [31:10] for A32 stateless messages.

Restriction

Description

When using stateless A32 Data Port messages, General State Base Address[47:12] + Buffer Base
Address[31:10] must be less than 2248. It is illegal for this to be greater or equal than 2/48.

9:0 [Reserved
Access: RO
Format: MBZ
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A32 Scaled Header Present Message Descriptor Control Field

MDC_A32_MHP - A32 Scaled Header Present Message Descriptor

Control Field

Size (in bits): 1
Default Value: 0x00000000
DWord | Bit Description
0 0 [Message Header Present
Format: Boolean

Specifies if the message uses the optional message header to modify the A32 address calculation,
in combination with the MDC_A32_SSO field.

Value Name Description
Oh No [Default] Message header is not present.
1h Yes Message header is present.

Programming Notes

present.

The access is Out-of-bounds if the SideB and Offset is enabled when the Message Header is not

Doc Ref # IHD-OS-TGL-Vol 2d-12.21

165




intel

A32 Sideband Scale and Offset Enable Message Descriptor Control
Field

MDC_A32_SBSO - A32 Sideband Scale and Offset Enable Message
Descriptor Control Field

Size (in bits): 8
Default Value: 0x00000000

DWord | Bit Description
0 7 |Sideband Offset Enable
Format: MBO

Must be set for a scaled SLM access. The 16-bit offset from the Sideband is added to all the offsets

in the Address Payload for the SLM access. The 16-bit Sideband Offset is specified in the extended
function control field in the SEND instruction.

6:0|Scale
Format: u7

Specifies the scale pitch to be used for SLM messages as (#bytes-1).
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A64 Data Size Message Descriptor Control Field

MDC_A64_DS - A64 Data Size Message Descriptor Control Field

Size (in bits): 2
Default Value: 0x00000000
DWord | Bit Description

0 1:0 | Data Size

Specifies the number of data elements to be read or written

Value Name Description
00h DE1 1 data element (B, DW, QW)
01h DE2 2 data elements (B, DW, QW)
02h DE4 4 data elements (B, DW, QW)

Restriction

The number of elements is constrained by SIMD Mode and Data Width. The max data payload
limit is 256B: 2 elements SIMD16 QW, 4 elements SIMD16 DW, or 4 elements SIMD8 QW.
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A64 Hword Block Message Header

MH_A64 HWB - A64 Hword Block Message Header

Source: EuSubFunctionDataPort1
Size (in bits): 256
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 000000000,
0x00000000, 0x00000000
DWord | Bit Description
0.1 |63:0|BlockOffset
Format: u64

Specifies the U64 byte offset of Oword block.

Programming Notes

If the BlockOffset is not in the 48-bit canonical address range, the access is Out-of-Bounds.

Restriction

The byte offset must be aligned to the message's data type. Dwords have [1:0] = 0, Qwords have
[2:0] = 0, and Hwords have [4:0] = 0.

2.4 195:0|Reserved

Access: RO
Format: MBZ
5 31:0 | Reserved
Access: RO
Format: MBZ
6.7 |[63:0|Reserved
Access: RO
Format: MBZ
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A64 Hword Data Blocks Message Descriptor Control Field

MDC_A64_DB_HW - A64 Hword Data Blocks Message Descriptor
Control Field

Size (in bits): 3
Default Value: 0x00000001
DWord Bit Description
0 2:0 |Data Blocks
Specifies the number of Hwords to be read or written
Value Name Description

01h HW1 [Default] 1 Hword block
02h HW2 2 Hword blocks
03h HWA4 4 Hword blocks
04h HW8 8 Hword blocks
Others Reserved Ignored
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A64 Oword Block Message Header

MH_A64 OWB - A64 Oword Block Message Header

Source: EuSubFunctionDataPort1
Size (in bits): 256
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000
DWord| Bit Description
0.1 63:0 | BlockOffset
Format: u64

Specifies the U64 byte offset of Oword block.
Programming Notes

If the BlockOffset is not in the 48-bit canonical address range, the access is Out-of-Bounds.

Restriction

The byte offset must be aligned to the message's data type. Dwords have [1:0] = 0, Qwords
have [2:0] = 0, and Hwords have [4:0] = 0.

2.7 1191:0| Reserved
Access: RO
Format: MBZ
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A64 Oword Data Blocks Message Descriptor Control Field

MDC_A64_DB_OW - A64 Oword Data Blocks Message Descriptor
Control Field

Size (in bits): 3

Default Value: 0x00000000

DWord | Bit Description

0 2:0 | Data Blocks

Specifies the number of Oword blocks to be read or written
Value | Name Description
00h OW1L 1 Oword, read into or written from the low 128 bits of the destination register
01h Reserved | Reserved
02h ow2 2 Owords
03h Oow4 4 Owords
04h ows 8 Owords
Others | Reserved | Ignored
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A64 Scaled Header Present Message Descriptor Control Field

MDC_A64_MHP - A64 Scaled Header Present Message Descriptor

Control Field

Size (in bits): 1

Default Value: 0x00000000

DWord | Bit Description
0 0 |Message Header Present

Specifies if the message uses the optional message header to modify the A64 address calculation,
in combination with MDC_A64_SSO field.

Value

Name

Description

Oh

No

Message header is not present

1h

Yes

Message header is present

Programming Notes

present.

The access is Out-of-Bounds if the SideBand Offset is enabled when the Message Header is not
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AddrSubRegNum

AddrSubRegNum

Source: Eulsa
Size (in bits): 4
Default Value: 0x00000000

Address Subregister Number This field provides the subregister number for the address register. The address
register contains 8 sub-registers. The size of each subregister is one word. The address register contains the
register address of the operand, when the operand is in register-indirect addressing mode. This field applies to
the destination operand and the source operands. It is ignored (or not present in the instruction word) for an
immediate source operand. This field is present if the operand is in register-indirect addressing mode; it is not
present if the operand is directly addressed. An address subregister used for indirect addressing is often called
an index register.

DWord Bit Description
0 3:0 Address Subregister Number
Value Name
0-15 Address Subregister Number
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Any Binding Table Index Message Descriptor Control Field

MDC_BTS_SLM_A32 - Any Binding Table Index Message Descriptor
Control Field

Size (in bits): 8
Default Value: 0x00000000
DWord | Bit Description

0 7:0 | Binding Table Index
Specifies the surface for the message, which can be Surface State Model, SLM or Stateless.

Value Name Description

00h- BTS Index of Binding Table State Surfaces

OEFh

FOh- Reserved Reserved for future use

OFBh

OFCh SSO Specifies a Surface State Offset supplied by the extended message
descriptor

OFEh SLM Specifies an SLM access

OFFh A32_A64 Specifies a A32 or A64 Stateless access that is locally coherent (coherent
within a thread group)

OFDh A32_A64_NC |Specifies a A32 or A64 Stateless access that is non-coherent (coherent
within a thread).

Restriction

When using A32_A64_NC, SW must ensure that 2 threads do not both access the same cache line
(64B)
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Atomic Float Binary Operation Message Descriptor Control Field

MDC_FOP2 - Atomic Float Binary Operation Message Descriptor
Control Field

Size (in bits): 3

Default Value: 0x00000001

DWord | Bit Description
0 2:0 | Atomic Float Operation Type

Specifies the atomic float binary operation to be performed

Value Name Description Programming Notes
01h |AOP_FMAX |new_dst = The fmax operation implements the IEEE specification,
[Default] fmax(old_dst, |which differs slightly from the DX and OCL specifications
src0) when a source operand is a sNaN. fmax(x,gNaN) =
fmax(gNaN,x) = x fmax(x,sNaN) = fmax(sNaN,x) =
quietize(sNaN) fmax(sNaN,sNaN) = fmax(sNaN,gNaN) =
fmax(gNan,sNaN) = quietize(sNaN) fmax(qNaN,qNan) =
gNaN
fmax(-0, +0) = fmax(+0, -0) = +0
Fmax with sNaN operand returns sNaN instead of
quietize(sNaN)
02h |AOP_FMIN |new_dst = The fmin operation implements the IEEE specification,
fmin(old_dst, |which differs slightly from the DX and OCL specifications
src0) when a source operand is a sNaN. fmin(x,gNaN) =

fmin(gNaN,x) = x fmin(x,sNaN) = fmin(sNaN,x) =
quietize(sNaN) fmin(sNaN,sNaN) = fmin(sNaN,gNaN) =
fmin(gNan,sNaN) = quietize(sNaN) fmin(qNaN,gNan) =
gNaN

fmin(+0, -0) = fmin(-0, +0) = -0

Fmin with sNaN operand returns sNaN instead of
quietize(sNaN)

[1 Fmin(+0,-0) returns +0. Should be -0, to match EU Fmin
instruction.
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Atomic Float Operation Message Descriptor Control Field

MDC_FOP - Atomic Float Operation Message Descriptor Control

Field
Size (in bits): 3
Default Value: 0x00000000
DWord | Bit Description
0 2:0 | Atomic Float Operation Type
Specifies the atomic float operation to be performed.
Value Name Description Programming Notes
01h AOP2_FMAX new_dst = The fmax operation implements the IEEE specification,
fmax(old_dst, which differs slightly from the DX and OCL
src0) specifications when a source operand is a sNaN.
(default binary |fmax(x,gNaN) = fmax(gNaN,x) = x fmax(x,sNaN) =
opcode) fmax(sNaN,x) = quietize(sNaN) fmax(sNaN,sNaN) =
fmax(sNaN,gNaN) = fmax(qNan,sNaN) =
quietize(sNaN) fmax(qNaN,gNan) = gNaN
fmax(-0, +0) = fmax(+0, -0) = +0
Fmax with sNaN operand returns sNaN instead of
quietize(sNaN)
02h AOP2_FMIN new_dst = The fmin operation implements the IEEE specification,
fmin(old_dst, which differs slightly from the DX and OCL
src0) specifications when a source operand is a sNaN.
fmin(x,gNaN) = fmin(gNaN,x) = x fmin(x,sNaN) =
fmin(sNaN,x) = quietize(sNaN) fmin(sNaN,sNaN) =
fmin(sNaN,qNaN) = fmin(gNan,sNaN) =
quietize(sNaN) fmin(gNaN,gNan) = gNaN
fmin(+0, -0) = fmin(-0, +0) = -0
Fmin with sNaN operand returns sNaN instead of
quietize(sNaN)
[1 Fmin(+0,-0) returns +0. Should be -0, to match EU
Fmin instruction.
03h AOP3_FCMPWR | new_dst = (srcO | The fcmpwr operation performs the comparison using
==old_dst) ? |IEEE specification rules, and performs the store as a raw
src1 : old_dst move (so SNaN is not quietized).fcmpwr(NaN,x,y) =
(default ternary [ NaNfcmpwr(x, NaN,y) = xfcmpwr(x,x, NaN) = NaN
opcode)
Others | Reserved Ignored
Programming Notes
Binary opcodes AOP2_FMAX, AOP2_FMIN, AOP2_FADD, AOP2_FSUB, AOP2_FADD_64b, and
AOP2_FSUB_64b have one source data payload.
Ternary opcode AOP3_FCMPWR has two source data payloads.
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Atomic Float Ternary Operation Message Descriptor Control Field

MDC_FOP3 - Atomic Float Ternary Operation Message Descriptor
Control Field

Size (in bits): 3
Default Value: 0x00000003
DWord | Bit

Description

0 2:0 | Atomic Float Operation Type
Specifies the atomic float ternary operation to be performed

Value Name Description Programming Notes
03h AOP_FCMPWR |new_dst = (srcO |The fcmpwr operation performs the comparison using
[Default] == old_dst) ? IEEE specification rules, and performs the store as a
src1: old_dst raw move (so SNaN is not quietized).fcmpwr(NaN,x,y)
= NaNfcmpwr(x, NaN,y) = xfcmpwr(x,x, NaN) = NaN
Others | Reserved Ignored
Programming Notes
When Return Data Control is set, old_dst is returned.
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Atomic Half Float Binary Operation Message Descriptor Control
Field

MDC_HFOP2 - Atomic Half Float Binary Operation Message
Descriptor Control Field

Source: BSpec

Size (in bits): 3

Default Value: 0x00000001

DWord | Bit Description

0 2:0 | Atomic Float Operation Type
Specifies the atomic float binary operation to be performed

Value Name Description Programming Notes
01h [AOP_FMAX |new_dst = The fmax operation implements the IEEE specification,
[Default] fmax(old_dst, |which differs slightly from the DX and OCL specifications
src0) when a source operand is a sNaN. fmax(x,gNaN) =

fmax(gNaN,x) = x fmax(x,sNaN) = fmax(sNaN,x) =
quietize(sNaN) fmax(sNaN,sNaN) = fmax(sNaN,gNaN) =
fmax(gNan,sNaN) = quietize(sNaN) fmax(gNaN,gqNan) =
gNaN

fmax(-0, +0) = fmax(+0, -0) = +0

Fmax with sNaN operand returns sNaN instead of
quietize(sNaN)

02h [AOP_FMIN |new_dst = The fmin operation implements the IEEE specification,
fmin(old_dst, |which differs slightly from the DX and OCL specifications
src0) when a source operand is a sNaN. fmin(x,gNaN) =

fmin(gNaN,x) = x fmin(x,sNaN) = fmin(sNaN,x) =
quietize(sNaN) fmin(sNaN,sNaN) = fmin(sNaN,gNaN) =
fmin(gNan,sNaN) = quietize(sNaN) fmin(qNaN,gNan) =
gNaN

fmin(+0, -0) = fmin(-0, +0) = -0

Fmin with sNaN operand returns sNaN instead of
quietize(sNaN)

[1 Fmin(+0,-0) returns +0. Should be -0, to match EU Fmin
instruction.
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Atomic Integer Binary Operation Message Descriptor Control Field

MDC_AOP2 - Atomic Integer Binary Operation Message Descriptor
Control Field

Size (in bits): 4
Default Value: 0x00000001
DWord Bit Description
0 3:0 |Atomic Integer Operation Type

Specifies the atomic integer binary operation to be performed

Value Name Description
01h AOP_AND [Default] new_dst = old_dst AND srcO
02h AOP_OR new_dst = old_dst | srcO
03h AOP_XOR new_dst = old_dst ~ srcO
04h AOP_MOV new_dst = srcO
07h AOP_ADD new_dst = old_dst + srcO
08h AOP_SUB new_dst = old_dst - srcO
09h AOP_REVSUB new_dst = src0 - old_dst
0Ah AOP_IMAX new_dst = imax(old_dst, src0)
O0Bh AOP_IMIN new_dst = imin(old_dst, src0)
0Ch AOP_UMAX new_dst = umax(old_dst, src0)
0Dh AOP_UMIN new_dst = umin(old_dst, src0)
Others Reserved Ignored

Programming Notes
When Return Data Control is set, old_dst is returned.
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Atomic Integer Operation Message Descriptor Control Field

MDC_AOP - Atomic Integer Operation Message Descriptor Control

Field
Size (in bits): 4
Default Value: 0x00000000
DWord | Bit Description

0 3:0 | Atomic Integer Operation Type
Specifies the atomic integer operation to be performed.

Value Name Description
05h AOP1_INC new_dst = old_dst + 1
(default unary opcode)
06h AOP1_DEC new_dst = old_dst - 1
OFh AOP1_PREDEC new_dst = old_dst - 1
01h AOP2_AND new_dst = old_dst AND srcO
(default binary opcode)
02h AOP2_OR new_dst = old_dst | srcO
03h AOP2_XOR new_dst = old_dst ~ srcO
04h AOP2_MOV new_dst = srcO
07h AOP2_ADD new_dst = old_dst + srcO
08h AOP2_SUB new_dst = old_dst - srcO
09h AOP2_REVSUB new_dst = srcO - old_dst
0Ah AOP2_IMAX new_dst = imax(old_dst, src0)
OBh AOP2_IMIN new_dst = imin(old_dst, src0)
0Ch AOP2_UMAX new_dst = umax(old_dst, src0)
0Dh AOP2_UMIN new_dst = umin(old_dst, src0)
00h AOP3_CMPWR_2W |new_dst = (srcO_2W == old_dst_2W) ? src1_2W : old_dst_2W
OEh AOP3_CMPWR new_dst = (srcO == old_dst) ? src1 : old_dst
(default ternary opcode)
Others |Reserved Ignored

Programming Notes

For Unary Opcodes, when Return Data Control is set, new_dst is returned by AOP_PREDEC and

otherwise old_dst is returned.

For Binary and Ternary Opcodes, when Return Data Control is set, old_dst is returned.

Unary Opcodes AOP1_* do not have a source data payload.
Binary Opcodes AOP2_* have one source data payload.
Ternary Opcodes AOP3_* have two source data payloads.
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Atomic Integer Ternary Operation Message Descriptor Control Field

MDC_AOP3 - Atomic Integer Ternary Operation Message
Descriptor Control Field

Size (in bits): 4
Default Value: 0x0000000E
DWord | Bit Description

0 3:0 | Atomic Integer Operation Type
Specifies the atomic integer ternary operation to be performed

Value Name Description

00h AOP_CMPWR_2W new_dst = (src0_2W == old_dst_2W) ? src1_2W : old_dst_2W
OEh AOP_CMPWR [Default] | new_dst = (srcO == old_dst) ? src1: old_dst

Others | Reserved Ignored

Programming Notes

When Return Data Control is set, old_dst is returned.
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Atomic Integer Unary Operation Message Descriptor Control Field

MDC_AOP1 - Atomic Integer Unary Operation Message Descriptor
Control Field

Size (in bits): 4
Default Value: 0x00000005
DWord | Bit Description

0 3:0 | Atomic Integer Operation Type
Specifies the atomic integer unary operation to be performed

Value Name Description
05h AOP_INC [Default] new_dst = old_dst + 1
06h AOP_DEC new_dst = old_dst - 1
OFh AOP_PREDEC new_dst = old_dst - 1
Others Reserved Ignored

Programming Notes

When Return Data Control is set, new_dst is returned by AOP_PREDEC and otherwise old_dst is
returned.
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Audio Power State Format

Size (in bits): 2
Default Value: 0x00000003
DWord Bit Description
0 1:0 |Power State
Value Name Description

00b DO DO
01b,10b Unsupported Unsupported
11b D3 [Default] D3
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AVC CABAC

AVC CABAC

Source: VideoCS
Size (in bits): 16
Default Value: 0x00000000
DWord| Bit Description
0 15 |Reserved
Access: RO
Format: MBZ
14 |Coefficient level out-of-bound Error
This flag indicates the coded coefficient level SEs in the bit-stream is out-of-bound.
13:12 | Reserved
Access: RO
Format: MBZ
11 |Temporal Direction Motion Vector Out-of-Bound Error
This flag indicates motion vectors calculated from Temporal Direct Motion Vector is larger than
the allowed range specified by the AVC spec.
10 |Reserved
Access: RO
Format: MBZ
9 | Motion Vector Delta SE Out-of-Bound Error
This flag indicates inconsistent Motion Vector Delta SEs coded in the bit-stream.
8 |Reference Index SE Out-of-Bound Error
This flag indicates inconsistent Reference Index SEs coded in the bit-stream.
7 | MacroBlock QpDelta Error
This flag indicates out-of-bound MB QP delta SEs coded in the bit-stream.
6 |Motion Vector Delta SE Error
This flag indicates out-of-bound motion vector delta SEs coded in the bit-stream.
5 |Reference Index SE Error
This flag indicates out-of-bound Refidx SEs coded in the bit-stream.
4 | Residual Error
This flag indicates out-of-bound absolute coefficient level SEs coded in the bit-stream.
3 |Slice end Error
This flag indicates a pre-matured slice_end SE or inconsistent slice end on the last MB of a slice.
2 | Chroma Intra prediction Mode Error
This flag indicates inconsistent Chroma Intra prediction mode SEs coded in the bit-stream.
1 |Luma Intra prediction Mode Error
This flag indicates inconsistent luma Intra prediction mode SE coded in the bit-stream.
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0 |MB Concealment Flag

Each pulse from this flag indicates one MB is concealed by hardware.
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AVC CAVLC

AVC CAVLC

Source: VideoCS

Size (in bits): 16

Default Value: 0x00000000

DWord | Bit Description
0 15 | Total Zero out-of-bound Error

This flag indicates the Total zero SE count exceed the max number of coeffs allowed in an
intra16x16 AC block.

14

Coefficient level out-of-bound Error
This flag indicates the coded coefficient level SEs in the bit-stream is out-of-bound.

13

RunBefore out-of-bound Error
This flag indicates the coded RunBefore SE value is larger than the remaining zero block count.

12

Total coefficient Out-of-bound Error
This flag indicates the coded total coeff SE count exceed the max number of coeffs allowed in an
intra16x16 AC block.

11

Temporal Direction Motion Vector Out-of-Bound Error
This flag indicates motion vectors calculated from Temporal Direct Motion Vector is larger than the
allowed range specified by the AVC spec.

10

Reserved
Access: RO

Format: MBZ

Motion Vector Delta SE Out-of-Bound Error
This flag indicates inconsistent Motion Vector Delta SEs coded in the bit-stream.

Reference Index SE Out-of-Bound Error
This flag indicates inconsistent Reference Index SEs coded in the bit-stream.

RunBefore/TotalZero Error
This flag indicates one or more inconsistent RunBefore or TotalZero SEs coded in the bit-stream.

Exponential Golomb Error
This flag indicates hardware detects more than 18 leadzero for skip and more than 19 for other SEs
from the Exponential Golomb Logic

Total Coeff SE Error
This flag indicates one or more inconsistent total coeff SEs coded in the bit-stream.

Macroblock Coded Block Pattern Error
This flag indicates inconsistent CBP SEs coded in the bit-stream.

Mbytpe/submbtype Error
This flag indicates inconsistent MBtype/SubMBtype SEs coded in the bit-stream.

Chroma Intra prediction Mode Error
This flag indicates inconsistent Chroma Intra prediction mode SEs coded in the bit-stream.
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AVC CAVLC

1 |Luma Intra prediction Mode Error
This flag indicates inconsistent luma Intra prediction mode SE coded in the bit-stream.

0 |MB Concealment Flag

Each pulse from this flag indicates one MB is concealed by hardware.
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AVP_PAK_INSERT_OBJECT_INDIRECT_PAYLOAD

AVP_PAK INSERT_OBJECT_INDIRECT_PAYLOAD

Source: VideoCS
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord | Bit Description
0 31:0 | Indirect Payload Data Size in bits
Format: u32

Number of bits to be inserted. Not including those skipped bytes in the beginning.

1.2 63:0 | Indirect Payload Base Address

Format: SplitBaseAddress64ByteAligned

48-bit address of the indirect payload data in memory buffer.

Programming Notes

Payload must begin in a byte position, but the payload can be ended in a bit position.

3 31:0 | Indirect Payload Base Address

Format: MemoryAddressAttributes
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AVP_REF_LIST_ENTRY_OLD

AVP_REF_LIST_ENTRY_OLD

Source: VideoCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:15 | Reserved
Access: RO
Format: MBZ

14:0 | Reference Picture Frame ID[i]

Format: u15

This array corresponding to the array Reference Picture Address (RefAddr[0-7])defined in the
AVP_PIPE_BUF_ADDR_STATE command.

Frame ID is in decoding order (not display order).

Frame ID is a unique number identifying a reference frame. It is 15-bit quantity and wraps around
after 2215-1
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Barrier Data Payload

MDP_Barrier - Barrier Data Payload

Source:

Size (in bits):
Default Value:

EuSubFunctionGateway
256

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000

DWord| Bit Description
0.1 63:0 | Reserved
Access: RO
Format: MBZ
2 31 |Reserved
Access: RO
Format: MBZ
30:24 | Barrier ID
Format: u7
This field indicates which barrier state is updated.
Range = [0,63]
23 |Predicate Mask Enable
Format: | Enable
This bit indicates that the barrier is a predicated barrier and the SIMD channels passing the
predicate should be summed. All threads sending this message to the same barrier should have
an identical value for this field, and must specify a response length of 1 for the predicate sum
response. Note that Global Barriers must not have the Predicate Mask Enable bit set.
Programming Notes
This control is intended only for GPGPU or Media threads. This control must not be set if the
barrier is for a Hull Shader thread.
22:16 | Reserved
Access: RO
Format: MBZ

15

Barrier Count Enable

Format: Enable

Allows the message to reprogram the terminating barrier count. If set, the stored value of the
terminating barrier count is set to the value of Barrier Count field (below), and used for this
barrier operation. If clear, the stored value of the terminating barrier count is not modified and
the stored value is used for this barrier operation.

Programming Notes

This control is intended only for Hull Shader threads. This control must not be set if the barrier
is allocated by a GPGPU or Media thread.
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MDP_Barrier - Barrier Data Payload

14:8 |Barrier Count
| Format: | u7
If Barrier Count Enable is set, this field specifies the terminating barrier count. Otherwise this
field is ignored. All threads that belong to a single barrier must deliver the same value for this
field for a particular barrier iteration.
7:0 [Reserved
Access: RO
Format: MBZ
3 31:0 | Predicate Mask
Format: u32
This field has a bit set per SIMD channel that passes the predicate. For SIMD8 and SIMD16 the
rest of the bits must be 0. This field is ignored for non-predicated barriers.
4.7 |127:0[Reserved
Access: RO
Format: MBZ
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BaseAddress4KByteAligned

BaseAddress4KByteAligned

Size (in bits):
Default Value:

64

0x00000000, 0x00000000

Specifies a 64-bit (48-bit canonical) 4K-byte aligned memory base address.

DWord Bit Description
0.1 63:12 Base Address
Format: VIRTUAL_ADDR[63:12]
11:0 Reserved
Access: RO
Format: MBZ
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Batch Buffer Stack Structure

BATCH_BUFFER_STACK STRUCTURE - Batch Buffer Stack Structure

Size (in bits): 192
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0.5 |191:0|Batch Stack Entries
Format: BATCH_STACK_ENTRY/[3]

Stack containing details of the batch buffers currently in execution. The top of stack is
determined by the Batch Buffer Stack Pointer.
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BATCH_STACK_ENTRY - Batch Stack Entry

Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord| Bit Description
0.1 |63:62|Reserved
Access: RO
Format: MBZ
61:60 | Reserved
Access: RO
Format: MBZ
59 |[POSH Start
| Exists If: |//POCS |
58 |POSH Enable
| Exists If |//Res, Pocs |
This bit reflects the POSH Enable value programmed by the active MI_BATCH_BUFFER_START
command.
57 |Address Space Indicator
| Format: U1 |
This field reflects the effective address space indicator security level and may not be the same as
the Address Space Indicator written using MI_BATCH_BUFFER_START.
Value Name Description
Oh GGTT [Default] |This Batch buffer is located in GGTT memory and is privileged.
1h PPGTT This Batch buffer is located in PPGTT memory and is non-privileged.
56 |Reserved
55:48 | Reserved
Access: RO
Format: MBZ
47:2 | Batch Buffer Head Pointer
Format: GraphicsAddress[47:2]
1:0 |Reserved
Access: RO
Format: MBZ
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BCS Hardware-Detected Error Bit Definitions

BCS Hardware-Detected Error Bit Definitions

Source: BlitterCS
Size (in bits): 16
Default Value: 0x00000000
DWord| Bit Description
0 15:12 | Reserved
Access: RO
Format: MBZ
11 |Reserved
Access: RO
Format: MBZ
10:3 | Reserved
Access: RO
Format: MBZ
2 |Command Privilege Violation Error
This bit is set if a command classified as privileged is parsed in a non-privileged batch buffer.
The command will be converted to a NOOP and parsing will continue.
1 |Reserved
Access: RO
Format: MBZ
0 |Instruction Error

This bit is set when the Renderer Instruction Parser detects an error while parsing an instruction.
Instruction errors include:

e Client ID value (Bits 31:29 of the Header) is not supported (only MI, 2D and 3D are

supported).
e Defeatured Ml Instruction Opcodes:
Value Name Description
1 Instruction Error detected

Programming Notes

This error indications cannot be cleared except by reset (i.e., it is a fatal error).
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BINDING_TABLE_EDIT_ENTRY

BINDING_TABLE_EDIT_ENTRY

Source: RenderCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description

0 31:24 | Reserved

Access: RO
Format: MBZ
23:16 | Binding Table Index
| Format: us8 |

This field specifies the index of binding table entry that will be updated.

15:0 |Surface State Pointer

| Format: SurfaceStateOffset[21:6]RENDER_SURFACE_STATE

Surface State Base Address.

Surface State Pointer. This address points to a surface state block. This pointer is relative to the
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Bit Definition for Interrupt Control Registers - Media

Bit Definition for Interrupt Control Registers - Media

Source: VideoCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:12 | Reserved
Access: RO
Format: MBZ
11 | Wait on Semaphore
Exec-List Scheduling: Set when MI_SEMAPHORE_WAIT command is un-successful and when
“Inhibit Synchronous Context Switch" is set. Scheduler can use this interrupt to preempt the
context waiting on semaphore wait. Ring Buffer Scheduling: Set when MI_SEMAPHORE_WAIT
command is un-successful.
10 |Reserved
Access: RO
Format: MBZ
Reserved
8 |[Context Switch Interrupt
Set when a context switch has just occurred. Execlist Enable bit needs to be set for this
interrupt to occur.
7 |Reserved
Access: RO
Format: MBZ
6 |Timeout Counter Expired
Set when the VCS timeout counter has reached the timeout thresh-hold value.
5 |Reserved
4 | MI_FLUSH_DW Notify Interrupt
The Pipe Control packet (Fences) specified in 3D pipeline document may optionally generate an
Interrupt. The Store QW associated with a fence is completed ahead of the interrupt.
3 |Video Command Parser Error

When this status bit is set, it indicates that the hardware has detected an error. It is set by the
device upon an error condition and cleared by a CPU write of a one to the appropriate bit
contained in the Error ID register followed by a write of a one to this bit in the IIR. Further
information on the source of the error comes from the "Error Status Register" which along with
the "Error Mask Register" determine which error conditions will cause the error status bit to be
set and the interrupt to occur.

Page Table Error: Indicates a page table error.
Instruction Parser Error: The Blitter Instruction Parser encounters an error while parsing an
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instruction.
2:1 |Reserved
Access: RO
Format: MBZ
0 |Video Command Parser User Interrupt

This status bit is set when an MI_USER_INTERRUPT instruction is executed on the Video
Command Parser. Note that instruction execution is not halted and proceeds normally. A
mechanism such as an MI_STORE_DATA instruction is required to associate a particular meaning

to a user interrupt.
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BLEND_STATE_ENTRY

BLEND_STATE_ENTRY

Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord| Bit Description
0.1 63 |Logic Op Enable
Format: Enable
Enables the LogicOp function of the Pixel Processing pipeline.
Programming Notes
Enabling LogicOp and Color Buffer Blending at the same time is UNDEFINED
62:59 | Logic Op Function
Format: 3D_Logic_Op_Function
This field specifies the function to be performed (when enabled) in the Logic Op stage of the
Pixel Processing pipeline. Note that the encoding of this field is one less than the corresponding
"R2_" ROP code defined in WINGDI.H, and is a rather contorted mapping of the OpenGL LogicOp
encodings. However, this field was defined such that, when the 4 bits are replicated to 8 bits,
they coincide with the ROP codes used in the Blter. Note: if the Logic Op Function does not
depend on "D", the dest buffer is not read.
58:37 | Reserved
Access: RO
Format: MBZ

36

Pre-Blend Source Only Clamp Enable

Format: Enable

This field specifies whether the source(s) are clamped prior to blending, regardless of whether
blending is enabled. If DISABLED, no clamping is performed prior to blending. If ENABLED, only
source0 and source 1, if dual source is enabled, are clamped prior to the blend to the range
specified by Color Clamp Range.

Value| Name Description
0 Disabled | No clamping is performed prior to blending.
1 Enabled |Only Source(s) are clamped prior to blend function. Other inputs to blend

must be clamped according to the behavior specified for "pre-blend color
clamp disable" in the pre-blend color clamping table .

Programming Notes

This field is ignored (treated as DISABLED) for UINT and SINT RT surface formats. Blending is
not supported for those RT surface formats. When this bit is enabled Pre-Blend Color Clamp
Enable must be disabled.
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35:34

Color Clamp Range

Specifies the clamped range used in Pre-Blend and Post-Blend Color Clamp functions if one or
both of those functions are enabled. Note that this range selection is shared between those
functions.

Value Name Description
0 COLORCLAMP_UNORM Clamp Range [0,1]
1 COLORCLAMP_SNORM Clamp Range [-1,1]

2 COLORCLAMP_RTFORMAT | Clamp to the range of the RT surface format (Note: The
Alpha component is clamped to FLOAT16 for
R11G11B10_FLOAT format). Unsigned Floating Point
components are clamped to positive zero.

3 Reserved Reserved

Programming Notes

See table in Pre-Blending Color Clamp subsection for programming restrictions as a function of
Blending and Pre-Blend Color Clamp.

33 |Pre-Blend Color Clamp Enable
Format: Enable
This field specifies whether the source, destination and constant color channels are clamped
prior to blending, regardless of whether blending is enabled.If DISABLED, no clamping is
performed prior to blending.If ENABLED, all inputs to the blend function are clamped prior to the
blend to the range specified by Color Clamp Range.
Value| Name Description
0 Disabled | No clamping is performed prior to blending.
1 Enabled |All inputs to the blend function are clamped prior to the blend to the range

specified by Color Clamp Range.
Programming Notes

See table in Pre-Blending Color Clamp subsection for programming restrictions as a function of
RT format. This field is ignored (treated as DISABLED) for UINT and SINT RT surface formats.
Blending is not supported for those RT surface formats. The device will automatically clamp
source color channels to the respective RT surface range.

32 |Post-Blend Color Clamp Enable

Format: Enable

Regardless of whether this clamping is enabled, the blending output channels will be clamped to
the RT surface format just prior to being written.

Programming Notes

This field is ignored (treated as DISABLED) for UINT and SINT RT surface formats. Blending is
not supported for those RT surface formats. Post Blend Clamp Enable must be programmed
identical to Pre Blend Clamp Enable. The device will automatically clamp source color channels
to the respective RT surface range. When this bit is enabled Pre-Blend Source Only Clamp
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| Enable must be disabled. |
31 |Color Buffer Blend Enable
| Format: | Enable |
Enables the ColorBufferBlending (nee “alpha blending") function of the Pixel Processing Pipeline
for this render target.
Programming Notes
Enabling LogicOp and ColorBufferBlending at the same time is UNDEFINED
30:26 | Source Blend Factor
| Format: | 3D_Color_Buffer_Blend_Factor |
Controls the "source factor" in the ColorBufferBlending function.Refer to Source Alpha Blend
Factor for encodings.
25:21 | Destination Blend Factor
| Format: I 3D_Color_Buffer_Blend_Factor |
Controls the "destination factor" in the ColorBufferBlending function. Refer to Source Alpha
Blend Factor for encodings.
20:18 | Color Blend Function
| Format: I 3D_Color_Buffer_Blend_Function |
This field specifies the function used to combine the color components in the
ColorBufferBlending function of the Pixel Processing Pipeline. If Independent Alpha Blend Enable
is disabled, this field will also control the blending of the alpha components in the
ColorBufferBlending function.
17:13 | Source Alpha Blend Factor
Format: 3D_Color_Buffer_Blend_Factor
Controls the "source factor" in alpha Color Buffer Blending stage.Note: For the
source/destination alpha blend factors, the encodings indicating "COLOR" are the same as the
encodings indicating "ALPHA", as the alpha component of the color is selected.
12:8 | Destination Alpha Blend Factor
| Format: | 3D_Color_Buffer_Blend_Factor |
Controls the "destination factor" in alpha Color Buffer Blending stage. Refer to Source Alpha
Blend Factor for encodings.
7:5 |Alpha Blend Function
| Format: | 3D_Color_Buffer_Blend_Function |
This field specifies the function used to combine the alpha components in the Color Buffer blend
stage of the Pixel Pipeline when the IndependentAlphaBlend state is enabled.
4 |Reserved
Access: RO
Format: MBZ
3 | Write Disable Alpha
Format: Disable
This field controls the writing of the alpha component into the Render Target.
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Value Name Description
Ob Enabled Alpha component can be overwritten
1b Disabled Writes to the color buffer will not modify Alpha.

Programming Notes

For YUV surfaces, this field must be set to OB (enabled).

Write Disable Red

Format:

Disable

This field controls the writing of the red component into the Render Target.

Value Name Description
Ob Enabled Red component can be overwritten
1b Disabled Writes to the color buffer will not modify Red.

Programming Notes

For YUV surfaces, this field must be set to OB (enabled).

Werite Disable Green

Format:

Disable

This field controls the writing of the green component into the Render Target.

Value Name Description
Ob Enabled Green component can be overwritten
1b Disabled Writes to the color buffer will not modify Green.

Programming Notes

For YUV surfaces, this field must be set to OB (enabled).

Write Disable Blue

Format:

Disable

This field controls the writing of the Blue component into the Render Target.

Value Name Description
Ob Enabled Blue component can be overwritten
1b Disabled Writes to the color buffer will not modify Blue.

Programming Notes

For YUV surfaces, this field must be set to OB (enabled).
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BLEND_STATE

BLEND_STATE

Size (in bits):

Default Value:

544

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000

The blend state is stored as a structure containing a common DWORD that applies to all RTs and an array of up
to 8 elements, each of which contains the two DWords for each. The start of each element is spaced 2 DWords
apart. The blend state is aligned to a 64-byte boundary, which is pointed to by a field in
3DSTATE_BLEND_STATE_POINTERS. The 3-bit Render Target Index field in the Render Target Write data port
message header is used to select which of the 8 elements from BLEND_STATE that is used on the current

message.
DWord| Bit Description
0 31 |Alpha To Coverage Enable
Format: Enable
If set, Source0 Alpha is converted to a temporary 1/2/4-bit coverage mask and the mask bit
corresponding to the sample# ANDed with the sample mask bit. If set, sample coverage is
computed based on src0 alpha value. Value of 0 disables all samples and value of 1 enables all
samples for that pixel. The same coverage needs to apply to all the RTs in MRT case. Further, any
value of srcO alpha between 0 and 1 monotonically increases the number of enabled pixels.The
field is applied to all the RTs in MRT case.
30 |Independent Alpha Blend Enable
Format: Enable
When enabled, the other fields in this instruction control the combination of the alpha
components in the Color Buffer Blend stage. When disabled, the alpha components are
combined in the same fashion as the color components.The field is applied to all the RTs in MRT
case.
29 |Alpha To One Enable
Format: Enable
If set, Source0 Alpha is set to 1.0f after (possibly) being used to generate the AlphaToCoverage
coverage mask.If Dual Source Blending is enabled, this bit must be disabled.The field is applied
to all the RTs in MRT case.
28 |Alpha To Coverage Dither Enable
Format: Enable
If set, sample coverage is computed based on src0 alpha value and it modulates the sample
coverage based on screen coordinates. Value of 0 disables all samples and value of 1 enables all
samples for that pixel. The same coverage needs to apply to all the RTs in MRT case. Further, any
value of src0 alpha between 0 and 1 monotonically increases the number of enabled pixels. If
AlphaToCoverage is disabled, AlphaToCoverage Dither does not have any impact.The field is
applied to all the RTs in MRT case.
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27 |Alpha Test Enable
Format: | Enable
Enables the AlphaTest function of the Pixel Processing pipeline. The field is applied to all the RTs
in MRT case.
Programming Notes
Alpha Test can only be enabled if Pixel Shader outputs a float alpha value. Alpha Test is applied
independently on each render target by comparing that render target's alpha value against the
alpha reference value. If the alpha test fails, the corresponding pixel write will be supressed only
for that render target. The depth/stencil update will occur if alpha test passes for any render
target.
26:24 | Alpha Test Function
Format: 3D_Compare_Function
This field specifies the comparison function used in the AlphaTest function The field is applied to
all the RTs in MRT case.
23 |Color Dither Enable
Format: Enable
Enables dithering of colors (including any alpha component) before they are written to the Color
Buffer. The field is applied to all the RTs in MRT case.
Programming Notes
For YUV render target formats, this field must be programmed to 0.
22:21| X Dither Offset
Format: U2
Specifies offset to apply to pixel X coordinate LSBs when accessing dither table. The field is
applied to all the RTs in MRT case.
20:19 | Y Dither Offset
Format: u2
Specifies offset to apply to pixel Y coordinate LSBs when accessing dither table. The field is
applied to all the RTs in MRT case.
18:0 | Reserved
Access: RO
Format: MBZ
1.16 |511:0|Entry
Format; BLEND_STATE_ENTRY[8]
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BLITTER INTR_VEC - Blitter Interrupt Vector

Size (in bits):
Default Value:

16
0x00000000

DWord

Bit

Description

0

15

Catastrophic Error

This interrupt signals that a unrecoverable error (for e.g encountered fault when accessing a
page mapped in Global GTT) during the engine processing.

When Memory interface signals this error, the Command Streamer will stop parsing any more
instructions. Scheduler is expected to reset the engine to evict the context

14:12

Reserved

Access: RO

Format: MBZ

11

BCS Wait On Semaphore

10

Reserved
Access: RO
Format: MBZ

CS TR Invalid Tile Detection

BCS Context Switch Interrupt

Legacy Context Per Process Page Fault Interrupt
Fault interrupt is generated by GA fabric, not by the CS
This interrupt is for handling Legacy context PPGTT Page Fault.

BCS Watchdog Counter Expired

Reserved
Access: RO

Format: MBZ

BCS MI Flush DW Notify

BCS Error Interrupt

2:1

Reserved
Access: RO

Format: MBZ

BCS Ml User Interrupt
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MHC_BDIM - Block Dimensions Message Header Control
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:22 | Reserved
Access: RO
Format: MBZ
21:20 [ Block Height
Height in rows of block being accessed. Range = [0,3] representing 1 to 8 rows.
Value Name Description
Oh H1 Block height = 1 row
1h H2 Block height = 2 rows
2h H4 Block height = 4 rows
03h H8 Block height = 8 rows
19:2 |Reserved
Access: RO
Format: MBZ
1:0 |Block Width
Width in Dwords of block being accessed. Range = [0,3] representing 1 to 8 Dwords.
Value Name Description
Oh W1 Block width = 1 Dword
1h W2 Block width = 2 Dwords
2h W4 Block width = 4 Dwords
03h w8 Block width = 8 Dwords
206
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MH_BTS_GO - Block Message Header

Source: EuSubFunctionDataPort0
Size (in bits): 256
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000
DWord| Bit Description
0..1 63:0 | Reserved
Access: RO
Format: MBZ
2 31:0 | Global Offset
Format: u3z2

Specifies the global element index into the buffer, in units of Hwords, Owords, Dwords, or Bytes
(depending on the message).

Programming Notes

The Global Offset for the Aligned Block operations is specified as a Dword-aligned byte offset

(offset bits [1:0] = 0), Oword-aligned byte offset (offset bits [3:0]=0), or Hword-aligned byte
offset (offset bits [4:0]=0).

If the address offset calculated with the Global Offset is greater than the Surface Size, then the
access is Out-of-Bounds.

3.7 |[159:0|Reserved
Access: RO

Format: MBZ
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BROO - BLT Opcode and Control

Source: BlitterCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31 |BLT Engine Busy
This bit indicates whether the BLT Engine is busy (1) or idle (0). This bit is replicated in the SETUP
BLT Opcode and Control register.
Value Name
0 Idle [Default]
1 Busy
30 |Setup Instruction Instruction
Default Value: 0
The current instruction performs clipping (1).
29 |Setup Monochrome Pattern
This bit is decoded from the Setup instruction opcode to identify whether a color (0) or
monochrome (1) pattern is used with the SCANLINE_BLT instruction.
Value Name
0 Color [Default]
1 Monochrome
28:22 | Instruction Target (Opcode)
Default Value: 0000000b
This is the contents of the Instruction Target field from the last BLT instruction. This field is used
by the BLT Engine state machine to identify the BLT instruction it is to perform. The opcode
specifies whether the source and pattern operands are color or monochrome.
21:20| 32bpp Byte Mask
This field is only used for 32bpp.
Value Name
00b [Default]
1xb Write Alpha Channel
x1b Write RGB Channel
19:17 | Monochrome Source Start

Default Value: 000b

This field indicates the starting monochrome pixel bit position within a byte per scan line of the
source operand. The monochrome source is word aligned which means that at the end of the
scan line all bits should be discarded until the next word boundary.
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16 |Bit/Byte Packed
Byte packed is for the NT driver.

Value Name
0b Bit [Default]
1b Byte
15 |Src Tiling Enable
Value Name
Ob Tiling Disabled (Linear) [Default]
1b Tiling enabled: Tile-X or Tile-Y

14:12 | Horizontal Pattern Seed
Default Value: Ob
This field indicates the pattern pixel position which corresponds to X = 0.

11 |Dest Tiling Enable

When set to 1", this means that Blitter is executing in Tiled mode. If '0" it means that Blitter is in
Linear mode. Pre-Dev Blitter never executes in Tiled-Y mode, DevGT+ Blitter supports both Tile-X
and Tile-Y modes. On reset, this bit will be '0". This definition applies to only X, Y Blits.

Value Name
Ob Tiling Disabled (Linear blit) [Default]
1b Tiling enabled: Tile-X or Tile-Y

10:8 | Transparency Range Mode

These bits control whether or not the byte(s) at the destination corresponding to a given pixel
will be conditionally written, and what those conditions are. This feature can make it possible to
perform various masking functions in order to selectively write or preserve graphics data already
at the destination.

Value| Name Description

xx0b No color transparency mode enabled. This causes normal operation with
[Default] | regard to writing data to the destination.

001b [Source color transparency] The Transparency Color Low: (Pixel Greater or
Equal) (source background register) and the Transparency Color High: (Pixel
Less or Equal) (source foreground register) are compared to the source
pixels. The range comparisons are done on each component (R, G, B) and
then logically ANDed. If the source pixel components are not within the
range defined by the Transparency Color registers, then the byte(s) at the
destination corresponding to the current pixel are written with the result of
the bit-wise operation.

011b [Source and Alpha color transparency] The Transparency Color Low: (Pixel
Greater or Equal) (source background register) and the Transparency Color
High: (Pixel Less or Equal) (source foreground register) are compared to the
source pixels. The range comparisons are done on each component (A, R, G,
B) and then logically ANDed. If the source pixel components are not within
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the range defined by the Transparency Color registers, then the byte(s) at the
destination corresponding to the current pixel are written with the result of
the bit-wise operation.”

101b [Destination and Alpha color transparency] The Transparency Color Low:
(Pixel Greater or Equal) (source background register) and the Transparency
Color High: (Pixel Less or Equal) (source foreground register) are compared
to the destination pixels. The range comparisons are done on each
component (A, R, G, B) and then logically ANDed. If the destination pixels are
within the range, then the byte(s) at the destination corresponding to the
current pixel are written with the result of the bit-wise operation.

111b [Destination color transparency] The Transparency Color Low: (Pixel Greater
or Equal) (source background register) and the Transparency Color High:
(Pixel Less or Equal) (source foreground register) are compared to the
destination pixels. The range comparisons are done on each component (R,
G, B) and then logically ANDed. If the destination pixels are within the range,
then the byte(s) at the destination corresponding to the current pixel are
written with the result of the bit-wise operation.

75

Pattern Vertical Seed

| Default Value: |OOOb

This field specifies the pattern scan line which corresponds to Y=0.

Destination Read Modify Write

| Default Value: |Ob

This bit is decoded from the last instruction's opcode field and Destination Transparency Mode
to identify whether a Destination read is needed.

Color Source

| Default Value: Ob

This bit is decoded from the last instructions opcode field to identify whether a color (1) source
is used.

Monochrome Source

Default Value: 0b

This bit is decoded from the last instructions opcode field to identify whether a monochrome (1)
source is used.

Color Pattern

Default Value: Ob

This bit is decoded from the last instructions opcode field to identify whether a color (1) pattern
is used.

210

Doc Ref # IHD-OS-TGL-Vol 2d-12.21




intel

BROO - BLT Opcode and Control

0 [Monochrome Pattern

Default Value:

|ob

pattern is used.

This bit is decoded from the last instructions opcode field to identify whether a monochrome (1)
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BRO1 - Setup BLT Raster OP, Control, and Destination Offset

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord| Bit Description

0 31 |[Solid Pattern Select

This bit applies only when the pattern data is monochrome. This bit determines whether or not
the BLT Engine actually performs read operations from the frame buffer in order to load the
pattern data. Use of this feature to prevent these read operations can increase BLT Engine
performance, if use of the pattern data is indeed not necessary. The BLT Engine is configured to
accept either monochrome or color pattern data via the opcode field.

Value| Name Description

Ob This causes normal operation with regard to the use of the pattern data. The
[Default] | BLT Engine proceeds with the process of reading the pattern data, and the
pattern data is used as the pattern operand for all bit-wise operations.

1b The BLT Engine forgoes the process of reading the pattern data, the
presumption is made that all of the bits of the pattern data are set to 0, and
the pattern operand for all bit-wise operations is forced to the background
color specified in the Color Expansion Background Color Register.

30 |Clipping Enabled
Value Name

Ob [Default]
1b

29 |Monochrome Source Transparency Mode
This bit applies only when the source data is in monochrome. This bit determines whether or not
the byte(s) at the destination corresponding to the pixel to which a given bit of the source data
also corresponds will actually be written if that source data bit has the value of 0. This feature can
make it possible to use the source as a transparency mask. The BLT Engine is configured to
accepted either monochrome or color source data via the opcode field.

Value| Name Description

Ob This causes normal operation with regard to the use of the source data.
[Default] | Wherever a bit in the source data has the value of 0, the color specified in
the background color register is used as the source operand in the bit-wise
operation for the pixel corresponding to the source data bit, and the bytes at
the destination corresponding to that pixel are written with the result.

1b Wherever a bit in the source data has the value of 0, the byte(s) at the
destination corresponding to the pixel to which the source data bit also
corresponds are simply not written, and the data at those byte(s) at the
destination are allowed to remain unchanged.
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28

Monochrome Pattern Transparency Mode

This bit applies only when the pattern data is monochrome. This bit determines whether or not
the byte(s) at the destination corresponding to the pixel to which a given bit of the pattern data
also corresponds will actually be written if that pattern data bit has the value of 1. This feature
can make it possible to use the pattern as a transparency mask. The BLT Engine is configured to
accepted either monochrome or color pattern data via the opcode field.

Value| Name Description

Ob This causes normal operation with regard to the use of the pattern data.
[Default] | Wherever a bit in the pattern data has the value of 0, the color specified in
the background color register is used as the pattern operand in the bit-wise
operation for the pixel corresponding to the pattern data bit, and the bytes
at the destination corresponding to that pixel are written with the result.

1b Wherever a bit in the pattern data has the value of 0, the byte(s) at the
destination corresponding to the pixel to which the pattern data bit also
corresponds are simply not written, and the data at those byte(s) at the
destination are allowed to remain unchanged.

27:26

32bpp Byte Mask

This bit applies only when the pattern data is monochrome. This bit determines whether or not
the byte(s) at the destination corresponding to the pixel to which a given bit of the pattern data
also corresponds will actually be written if that pattern data bit has the value of 1. This feature
can make it possible to use the pattern as a transparency mask. The BLT Engine is configured to
accepted either monochrome or color pattern data via the opcode field.

Value Name
00b [Default]
1xb Write Alpha Channel
x1b Write RGB Channel
25:24 | Color Depth
Value Name
00b 8 Bit Color Depth [Default]
01b 16 Bit Color Depth
10b Alternate 16 Bit Color Depth
11b 32 Bit Color Depth
23:16 | Raster Operation Select

These 8 bits are used to select which one of 256 possible raster operations is to be performed by
the BLT Engine.

15:0

Destination Pitch (Offset)

For non-XY Blits, the signed 16bit field allows for specifying up to + 32Kbytes signed pitches in
bytes (same as before). For X, Y Blits with tiled-X surfaces, the pitch for Destination will be
512Byte aligned and should be programmable up to + 128Kbytes. For X, Y Blits with tiled-Y
surfaces, the pitch for Destination will be 128Byte aligned and should be programmable upto +
128Kbytes. In this case, this 16bit signed pitch field is used to specify up to + 32KDWords. For X,
Y blits with nontiled surfaces (linear surfaces), this 16bit field can be programmed to byte
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specification of up to + 32Kbytes (same as before). These 16 bits store the signed memory
address offset value by which the destination address originally specified in the Destination
Address Register is incremented or decremented as each scan line's worth of destination data is
written into the frame buffer by the BLT Engine, so that the destination address will point to the
next memory address to which the next scan line's worth of destination data is to be written. If
the intended destination of a BLT operation is within on-screen frame buffer memory, this offset
is normally set so that each subsequent scan line's worth of destination data lines up vertically
with the destination data in the scan line, above. However, if the intended destination of a BLT
operation is within off-screen memory, this offset can be set so that each subsequent scan line's
worth of destination data is stored at a location immediately after the location where the
destination data for the last scan line ended, in order to create a single contiguous block of bytes
of destination data at the destination.
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BRO5 - Setup Expansion Background Color

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description

0 31:0 | Setup Expansion Background Color Bits

These bits provide the one, two, or four bytes worth of color data that select the background
color to be used in the color expansion of monochrome pattern or source data for either the
SCANLINE_BLT or TEXT_BLT instructions. BRO5 is also used as the solid pattern for the PIXEL_BLT
instruction. Whether one, two, or three bytes worth of color data is needed depends upon the

color depth to which the BLT Engine has been set. For a color depth of 32bpp, 16bpp and 8bpp,
bits [31:0], [15:0] and [7:0], respectively, are used.
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BRO6 - Setup Expansion Foreground Color

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description

0 31:0 | Setup Expansion Foreground Color Bits

These bits provide the one, two, or four bytes worth of color data that select the foreground color
to be used in the color expansion of monochrome pattern or source data for either the
SCANLINE_BLT or TEXT_BLT instructions. Whether one, two, or three bytes worth of color data is
needed depends upon the color depth to which the BLT Engine has been set. For a color depth of
32bpp, 16bpp and 8bpp, bits [31:0], [15:0] and [7:0], respectively, are used.
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BRO7 - Setup Blit Color Pattern Address Lower Order Address bits

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description

0 31:6 | Setup Blit Color Pattern Address
Format: GraphicsAddress[31:6]
Lower 32bits of the 48bit addressing.
These 26 bits specify the starting address of the (8X8) pixel color pattern from the SETUP_BLT
instruction. This register works identically to the Pattern Address register (BR15), but this version
is only used with the SCANLINE_BLT instruction execution (the actual programming for this, is
done in XY_SETUP_BLT command). The pattern data must be located in linear memory.
The pattern data must be located on a pattern-size boundary. The pattern is always of 8x8 pixels,
and therefore, its size is dependent upon its pixel depth. The pixel depth may be 8, 16, or 32 bits
per pixel if the pattern is in color (the pixel depth of a color pattern must match the pixel depth to
which the graphics system has been set). Monochrome patterns require 8 bytes and is supplied
through the instruction. Color patterns of 8, 16, and 32 bits per pixel color depth must start on 64-
byte, 128-byte and 256-byte boundaries, respectively.
The Pattern Base Address programmed, must always be Cache Line (64byte) aligned.
5:0 [Reserved

Access: RO
Format: MBZ
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BRO9 - Destination Address Lower Order Address Bits

Source:

Size (in bits):
Default Value:

BlitterCS
32
0x00000000

DWord

Bit

Description

0

31:0

Destination Address Bits

Format: | GraphicsAddress[31:0]

When tiling is enabled for XY-blits, this base address should be limited to 4KB. when tiling is
disabled for XY-blits, this base address should be CL (64byte) aligned. These lower 32bits of the
48bit address, which specify the starting pixel address of the destination data. This register is also
the working destination address register for the lower 32bits of the address, and changes as the
BLT Engine performs the accesses. Used as the scan line address (Destination Y Address and
Destination Y1 Address) for BLT instructions: PIXEL_BLT, SCANLINE_BLT, and TEXT_BLT. In this case
the address points to the first pixel in a scan line and is compared with the ClipRect Y1 and Y2
address registers to determine whether the scan line should be written or not. The Destination Y1
address is the top scan line to be written for text. Note that for non-XY blits (COLOR_BLT,
SRC_COPY_BLT), this address points to the first byte to be written. Note: Some instructions affect
only one scan line (requiring only one coordinate); other instructions affect multiple scan lines and
need both coordinates.
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BR11 - BLT Source Pitch (Offset)

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord| Bit Description
0 31:16 | Reserved

15:0

Source Pitch (Offset)

For non-XY Blits with color source operand (SRC_COPY_BLT), the signed 16bit field allows for
specifying up to + 32Kbytes signed pitch in bytes (same as before). For X, Y Blits with tiled-X
surfaces, the pitch for Color Source will be 512Byte aligned and should be programmable up to
+ 128Kbytes. For X, Y Blits with tiled-Y surfaces, the pitch for Color Source will be 128Byte
aligned and should be programmable upto + 128Kbytes. In this case, this 16bit signed pitch field
is used to specify up to + 32KDWords. For X, Y blits with nontiled color source surfaces (linear
surfaces), this 16bit field can be programmed to byte specification of up to + 32Kbytes (same as
before). When the color source data is located within the frame buffer or AGP aperture, these
signed 16 bits store the memory address offset (pitch) value by which the source address
originally specified in the Source Address Register is incremented or decremented as each scan
line's worth of source data is read from the frame buffer by the BLT Engine, so that the source
address will point to the next memory address from which the next scan line's worth of source
data is to be read. Note that if the intended source of a BLT operation is within on-screen frame
buffer memory, this offset is normally set to accommodate the fact that each subsequent scan
line's worth of source data lines up vertically with the source data in the scan line, above.
However, if the intended source of a BLT operation is within off-screen memory, this offset can
be set to accommodate a situation in which the source data exists as a single contiguous block
of bytes where in each subsequent scan line's worth of source data is stored at a location
immediately after the location where the source data for the last scan line ended.
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BR12 - Source Address Lower order Address bits

Source: BlitterCS
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:0 | Source Address Bits
Format: GraphicsAddress[31:0]

Lower 32bits of the 48bit addressing.

When tiling is enabled for XY-blits with Color source surfaces, this base address should be aligned
to 4KB. When tiling is disabled for XY-blits, this base address should be CL (64byte) aligned.

Note that for non-XY blit with Color Source (SRC_COPY_BLT), this address points to the first byte
to be read.

These lower 32bits of the 48bit address, specify the starting pixel address of the color source data.
The lower 3 bits are used to indicate the position of the first valid byte within the first Quadword
of the source data.

If this Source happens to be a Monosource surface, then this Monosource Base Address
programmed, must always be Cache Line (64byte) aligned.

220 Doc Ref # IHD-OS-TGL-Vol 2d-12.21



intel

BR13 - BLT Raster OP, Control, and Destination Pitch

BR13 - BLT Raster OP, Control, and Destination Pitch

Source:

Size (in bits):
Default Value:

BlitterCS
32
0x00000000

DWord

Bit

Description

0

31

Solid Pattern Select

This bit applies only when the pattern data is monochrome. This bit determines whether or not
the BLT Engine actually performs read operations from the frame buffer in order to load the
pattern data. Use of this feature to prevent these read operations can increase BLT Engine
performance, if use of the pattern data is indeed not necessary. The BLT Engine is configured to
accept either monochrome or color pattern data via the opcode field.

Value| Name Description

0 This causes normal operation with regard to the use of the pattern data. The
[Default] | BLT Engine proceeds with the process of reading the pattern data, and the
pattern data is used as the pattern operand for all bit-wise operations.

1 The BLT Engine forgoes the process of reading the pattern data, the
presumption is made that all of the bits of the pattern data are set to 0, and
the pattern operand for all bit-wise operations is forced to the background
color specified in the Color Expansion Background Color Register.

30

Clipping Enabled
| Default Value: 0

29

Monochrome Source Transparency Mode

This bit applies only when the source data is in monochrome. This bit determines whether or not
the byte(s) at the destination corresponding to the pixel to which a given bit of the source data
also corresponds will actually be written if that source data bit has the value of 0. This feature can
make it possible to use the source as a transparency mask. The BLT Engine is configured to
accepted either monochrome or color source data via the opcode field.

Value| Name Description

0 This causes normal operation with regard to the use of the source data.
[Default] | Wherever a bit in the source data has the value of 0, the color specified in
the background color register is used as the source operand in the bit-wise
operation for the pixel corresponding to the source data bit, and the bytes at
the destination corresponding to that pixel are written with the result.

1 Where a bit in the source data has the value of 0, the byte(s) at the
destination corresponding to the pixel to which the source data bit also
corresponds are simply not written, and the data at those byte(s) at the
destination are allowed to remain unchanged.

28

Monochrome Pattern Transparency Mode
This bit applies only when the pattern data is monochrome. This bit determines whether or not
the byte(s) at the destination corresponding to the pixel to which a given bit of the pattern data

also corresponds will actually be written if that pattern data bit has the value of 1. This feature
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can make it possible to use the pattern as a transparency mask. The BLT Engine is configured to
accepted either monochrome or color pattern data via the opcode in the Opcode and Control
register.

Value| Name Description

0 This causes normal operation with regard to the use of the pattern data.
[Default] | Where a bit in the pattern data has the value of 0, the color specified in the
background color register is used as the pattern operand in the bit-wise
operation for the pixel corresponding to the pattern data bit, and the bytes
at the destination corresponding to that pixel are written with the result.

1 Wherever a bit in the pattern data has the value of 0, the byte(s) at the
destination corresponding to the pixel to which the pattern data bit also
corresponds are simply not written, and the data at those byte(s) at the
destination are allowed to remain unchanged.

27:26 | 32bpp Byte Mask
This field is only used for 32bpp.
Value Name
00b [Default]
1xb Write Alpha Channel
x1b Write RGB Channel
25:24 | Color Depth
Value Name
00b 8 Bit Color Depth [Default]
01b 16 Bit Color Depth
10b 24 Bit Color Depth
11b Reserved
23:16 | Raster Operation Select
Default Value: 00000000b
These 8 bits are used to select which one of 256 possible raster operations is to be performed by
the BLT Engine.
15:0 | Destination Pitch(Offset)

These 16 bits store the signed memory address offset value by which the destination address
originally specified in the Destination Address Register is incremented or decremented as each
scan line's worth of destination data is written into the frame buffer by the BLT Engine, so that
the destination address will point to the next memory address to which the next scan line's worth
of destination data is to be written. If the intended destination of a BLT operation is within on-
screen frame buffer memory, this offset is normally set so that each subsequent scan line's worth
of destination data lines up vertically with the destination data in the scan line, above. However,
if the intended destination of a BLT operation is within off-screen memory, this offset can be set
so that each subsequent scan line's worth of destination data is stored at a location immediately
after the location where the destination data for the last scan line ended, in order to create a
single contiguous block of bytes of destination data at the destination.
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BR14 - Destination Width and Height

Source: BlitterCS
Size (in bits): 32
Default Value: 0x00000000

BR14 contains the values for the height and width of the data to be BLT. If these values are not correct, such that
the BLT Engine is either expecting data it does not receive or receives data it did not expect, the system can
hang.

DWord| Bit Description
0 31:29 | Reserved
Access: RO
Format: MBZ

28:16 | Destination Height
These 13 bits specify the height of the destination data in terms of the number of scan lines. This
is a working register.

15:13 | Reserved
Access: RO
Format: MBZ

12:0 | Destination Byte Width

These 13 bits specify the width of the destination data in terms of the number of bytes per scan
line. The number of pixels per scan line into which this value translates depends upon the color
depth to which the graphics system has been set.
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BR15 - Color Pattern Address Lower order Address bits

BR15 - Color Pattern Address Lower order Address bits

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description

0 31:6 | Color Pattern Address
Format: GraphicsAddress[31:6]
Lower 32bits of the 48bit addressing.
There is no change to the Color Pattern address specification due to Non-Power-of-2 change. It
remains the same as before. The pattern data must be located in linear memory.
These 26 bits specify the starting address of the (8X8) pixel color pattern.
The pattern data must be located on a pattern-size boundary. The pattern is always of 8x8 pixels,
and therefore, its size is dependent upon its pixel depth. The pixel depth may be 8, 16, or 32 bits
per pixel if the pattern is in color (the pixel depth of a color pattern must match the pixel depth to
which the graphics system has been set). Monochrome patterns require 8 bytes and are applied
through the instruction. Color patterns of 8, 16, and 32 bits per pixel color depth must start on 64-
byte, 128-byte and 256-byte boundaries, respectively.
The Pattern Base Address programmed, must always be Cache Line (64byte) aligned.
5:0 |Reserved

Access: RO
Format: MBZ
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BR16 - Pattern Expansion Background and Solid Pattern Color

BR16 - Pattern Expansion Background and Solid Pattern Color

and [7:0], respectively, are used.

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description
0 31:0 | Pattern Expansion Background Color Bits

These bits provide the one, two, or four bytes worth of color data that select the background
color to be used in the color expansion of monochrome pattern data during BLT operations.
Whether one, two, or four bytes worth of color data is needed depends upon the color depth to
which the BLT Engine has been set. For a color depth of 32bpp, 16bpp and 8bpp, bits [31:0], [15:0]
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BR17 - Pattern Expansion Foreground Color

BR17 - Pattern Expansion Foreground Color

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description

0 31:0| Pattern Expansion Background Color Bits
These bits provide the one, two, or four bytes worth of color data that select the foreground color
to be used in the color expansion of monochrome pattern data during BLT operations. Whether
one, two, or four bytes worth of color data is needed depends upon the color depth to which the
BLT Engine has been set. For a color depth of 32bpp, 16bpp and 8bpp, bits [31:0], [15:0] and [7:0],
respectively, are used.
226

Doc Ref # IHD-OS-TGL-Vol 2d-12.21




intel

BR18 - Source Expansion Background and Destination Color

BR18 - Source Expansion Background and Destination Color

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description

0 31:0| Source Expansion Background Color Bits

These bits provide the one, two, or four bytes worth of color data that select the background
color to be used in the color expansion of monochrome source data during BLT operations. This
register is also used to support destination transparency mode and Solid color fill. Whether one,
two, three, or four bytes worth of color data is needed depends upon the color depth to which the

BLT Engine has been set. For a color depth of 32bpp, 16bpp and 8bpp, bits [31:0], [15:0] and [7:0],
respectively, are used.
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BR19 - Source Expansion Foreground Color

BR19 - Source Expansion Foreground Color

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description

0 31:0| Pattern/Source Expansion Foreground Color Bits
These bits provide the one, two, or four bytes worth of color data that select the foreground color
to be used in the color expansion of monochrome source data during BLT operations. Whether
one, two, or four bytes worth of color data is needed depends upon the color depth to which the
BLT Engine has been set. For a color depth of 32bpp, 16bpp and 8bpp, bits [31:0], [15:0] and [7:0],
respectively, are used.
228
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BR27 - Destination Higher Order Address

BR27 - Destination Higher Order Address

Source: BlitterCS
Size (in bits): 32
Default Value: 0x00000000

Upper 32 bits of the starting pixel address for the destination data. This structure is also the working location for
the upper bits of the destination address, and changes as the BLT Engine performs the accesses. See BR09 for
the lower 32 bits. When tiling is enabled for XY-blits, this base address should be limited to 4KB. Otherwise for
XY blits, there is no restriction and it is same as before.

Used as the scan line address (Destination Y Address and Destination Y1 Address) for BLT instructions: PIXEL_BLT,
SCANLINE_BLT, and TEXT_BLT. In this case the address points to the first pixel in a scan line and is compared with
the ClipRect Y1 and Y2 address registers to determine whether the scan line should be written or not. The
Destination Y1 address is the top scan line to be written for text.

Note that for non-XY blits (COLOR_BLT, SRC_COPY_BLT), the destination address points to the first byte to be
written. This structure is always the last location written for a BLT drawing instruction. Writing to BR27 starts the
BLT engine execution. Note: Some instructions affect only one scan line (requiring only one coordinate); other
instructions affect multiple scan lines and need both coordinates.

GraphicsAddress is a 64-bit value [63:0], but only a portion of it is used by hardware. The uppermost reserved
bits are ignored and MBZ.

DWord Bit Description
0 31:25 Reserved
Access: RO
Format: MBZ
24:16 Reserved
Access: RO
Format: MBZ

15:0 Destination Address Upper DWORD
Format: | GraphicsAddress[47:32]
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BR28 - Source Higher Order Address

BR28 - Source Higher Order Address

Source: BlitterCS

Size (in bits): 32

Default Value: 0x00000000

DWord Bit Description
0 31:25 | Reserved
Upper 32 bits of the Source address, specifying the starting pixel Access: RO
address of the color or mono source data. When tiling is enabled for .
Format: MBZ

XY-blits with Color source surfaces, this base address should be limited

to 4KB. Otherwise for XY blits, there is no restriction and it is same as |24:16 | Reserved

before, including for monosource and text blits. Note that for non-XY Access: RO

blit with Color Source (SRC_COPY_BLT), this address points to the first

Format: MBZ

byte to be read.

GraphicsAddress is a 64-bit value [63:0], but only a portion of it is used | 15:0 | Source Address Upper DWORD

by hardware. The uppermost reserved bits are ignored and MBZ. | Format: | GraphicsAddress[47:32]
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BR29 - Color Pattern Higher Order Address

Source: BlitterCS
Size (in bits): 32
Default Value: 0x00000000
DWord Bit Description
0 31:25 | Reserved
Upper 32 bits of the Color Pattern address, specifying the starting Access: RO
location of the (8X8) pixel pattern.
F t: MBZ
GraphicsAddress is a 64-bit value [63:0], but only a portion of it is orma
used by hardware. The uppermost reserved bits are ignored and | 24:16 | Reserved
MBZ. Access: RO
Format: MBZ
15:0 | Color Pattern Address Upper
DWORD
| Format: | GraphicsAddress[47:32]
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BR30 - Setup Blit Color Pattern Higher Order Address

BR30 - Setup Blit Color Pattern Higher Order Address
Source: BlitterCS
Size (in bits): 32
Default Value: 0x00000000
DWord Bit Description
0 31:16 | Reserved
Upper 32 bits of the Color Pattern address, specifying the starting Access: RO
location of the (8X8) pixel pattern.
F t: MBZ
GraphicsAddress is a 64-bit value [63:0], but only a portion of it is orma
used by hardware. The uppermost reserved bits are ignored and | 15:0 | Setup Blit Color Pattern Upper
MBZ. DWORD
| Format: |GraphicsAddress[47:32]
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Byte Masked Media Block Message Header

MH_MBBM - Byte Masked Media Block Message Header

Source: EuSubFunctionDataPort1
Size (in bits): 256
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000
DWord | Bit Description
0 31:0 | X Offset
Format: S31

X offset (in bytes) of the upper left corner of the block into the surface.

Programming Notes

Must be DWord aligned (Bits 1:0 MBZ) for the write form of the message.

1 31:0 | Y Offset

| Format: S31

Y offset (in rows) of the upper left corner of the block into the surface.

2 31:0 | Media Block Message Control

| Format: MHC_MBBM_CONTROL

Specifies the Byte Masked message subtype and its additional input parameters.

3 31:0 | Byte Mask

| Format: u3z2

Specifies the Byte Mask for writes when Message Mode field is BYTE_MASK.

Programming Notes

The Byte mask applies horizontally to each row of output: bit 0 for byte O, through bit 31 for
byte 31.

4 31:0 | FFTID

Format: MHC_FFTID

Fixed Function Thread ID

5.7 95:0 [ Reserved

Access: RO

Format: MBZ
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Byte Masked Media Block Message Header Control

MHC_MBBM_CONTROL - Byte Masked Media Block Message

Header Control

Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:30 | Message Mode
Specifies the Media Block Write Message subtype is Byte Masked.
Value Name Description
02h BYTE_MASK | The Block Height and Block Width fields are specified in this Dword. The
Byte Mask qualifies which bytes are written.
Others | Reserved Reserved.
29 |Reserved
Access: RO
Format: MBZ
28:24 | Sub-Register Offset
Format: us
This field is ignored (reserved) for Media Block Write message.
23:22 | Reserved
Access: RO
Format: MBZ
21:16 | Block Height
Format: u6
Height in rows of block being accessed. Range = [0,63] representing 1 to 64 rows
Restriction
If Block Width (bytes), then Maximum Block Height (rows) is constrained by (# Dwords width) *
(# rows) <= 64 Dwords.
15:10 | Reserved
Access: RO
Format: MBZ
9:8 [Register Pitch Control
Format: U2
This field is ignored (reserved) for a Media Block Write message.
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MHC_MBBM_CONTROL - Byte Masked Media Block Message
Header Control

7:6 |Reserved
Access: RO
Format: MBZ

5:0 |Block Width
Format: ué

Width in bytes of the block being accessed. Range = [0,31] representing 1 to 32 Bytes.

Programming Notes

Must be DWord aligned for Media Block Write message.
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CC_VIEWPORT

CC_VIEWPORT

Size (in bits): 64
Default Value: 0x00000000, 0x00000000

The viewport state is stored as an array of up to 16 elements, each of which contains the DWords described
here. The start of each element is spaced 2 DWords apart. The first element of the viewport state array is aligned

to a 32-byte boundary. The Minimum and Maximum Depth legal value ranges are dependent on the depth
buffer format.

DWord Bit
0 31:0 |Minimum Depth
Format: IEEE_FLOAT

Indicates the minimum depth. The interpolated or computed depth is clamped to this value
rior to the depth test.

Description

Programming Notes

The Minimum depth value must be less-than-or-equal to the Maximum depth value.
The Minimum depth value cannot be NAN (Not-A-Number).

For All depth formats:Minimum depth value must not be less than 0.0, also it may not be -
0.0 (negative zero)

1 31:0 |Maximum Depth

Format: IEEE_FLOAT

Indicates the maximum depth. The interpolated or computed depth is clamped to this value
rior to the depth test.

Programming Notes

The Maximum depth value cannot be smaller than Minimum depth value.
The Maximum depth value cannot be NAN (Not-A-Number).
For all depth formats: The Maximum depth value must be between +0.0to +1.0.
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Channel Mask Message Descriptor Control Field

MDC_CMASK - Channel Mask Message Descriptor Control Field

Size (in bits):

Default Value:

0x00000000

DWord

Bit

Description

0

3:0

Mask

For the read message, indicates that which channels are read from the surface and included in the
writeback message. For the write message, indicates which channels are included in the message

ayload and written to the surface.

Value Name Description
00h RGBA [Default] Red, Green, Blue, and Alpha are included
01h GBA Green, Blue, and Alpha are included
02h RBA Red, Blue, and Alpha are included
03h BA Blue and Alpha are included
04h RGA Red, Green, and Alpha are included
05h GA Green and Alpha are included
06h RA Red and Alpha are included
07h A Alpha is included
08h RGB Red, Green, and Blue are included
09h GB Green and Blue are included
0Ah RB Red and Blue are included
0Bh B Blue is included
0Ch RG Red and Green are included
0Dh G Green is included
OEh R Red is included
OFh Reserved Ignored
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Channel Mode Message Descriptor Control Field

MDC_CMODE - Channel Mode Message Descriptor Control Field

Size (in bits): 1
Default Value: 0x00000000
DWord | Bit Description
0 0 |Channel Mode
Format: Boolean

Two modes of channel-enable are provided: a SIMD8 or SIMD16 Dword channel serial view of a
register, and a SIMD4x2 view of a register.

Value | Name Description
0 Oword | All 4 Dwords are read or written if one or more of these channels are enabled
1 Dword |Each Dword is read or written only if its corresponding channel is enabled.
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CLEAR_COLOR - Clear Color

Size (in bits):
Default Value:

256

0x00000000, 0x00000000

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,

DWord Bit Description
0 31:0 | Raw Clear Color : Red
Programming Notes: Format: |EEE_FLOAT
Software shall write the Raw Clear Color Format: U32
channels such that the channel order matches
the SURFACE_STATE.Shader Channel Select Format: 531
programming. Format: U24.X8 []
Software shall write the converted Depth
Clear to this dword
1 31:0 | Raw Clear Color: Blue
Programming Notes: Software shall write Format: IEEE_FLOAT
the Raw Clear Color channels such that the )
Format: u32
channel order matches the
SURFACE_STATE.Shader Channel Select Format: 531
programming.
2 31:0 | Raw Clear Color : Green
Programming Notes: Software shall write Format: IEEE_FLOAT
the Raw Clear Color channels such that the ]
Format: u32
channel order matches the
SURFACE_STATE.Shader Channel Select Format: S31
programming.
3 31:0|Raw Clear Color : Alpha
Programming Notes: Format: |EEE_FLOAT
Software shall write the Raw Clear Color Format: U32
channels such that the channel order matches
the SURFACE_STATE.Shader Channel Select Format: 531

programming.

4

31:0

Converted Clear Color and Clear Depth

This DWORD stores the format converted clear color.
If bits per pixel are 32, entire pixel's clear value is stored in

this DWORD.

If bits per pixel are 64, lower DOWRD is stored in this field.
If bits per pixel are 128, this field is not used to store clear

value.

This field is packed according to the RT format
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CLEAR_COLOR - Clear Color

31:0

Converted Clear Color

This DWORD stores the format converted clear color.

If bits per pixel are 64, upper DOWRD is stored in this field
If bits per pixel are 32 or 128, this field is not used to store
clear value.

The field is packed according to the RT format

31:1| Reserved
Access: RO
Format: MBZ
0 [Color Discard Enable

Description

When this bit is set for a Render Target Surface, SW
indicates HW that this surface's cachelines from on-chip
caches do not need to be written back to memory after a
complete Render Pass (aka Tile Pass). This bit applies to
both the main and the associated AUX surfaces.

Programming Notes

This bit must be programmed before binding a surface to
a Render Pass (Tile Pass). This bit must not be changed
during the Tile Pass.

31:1|Reserved
Access: RO
Format: MBZ
0 |Reserved
Access: RO
Format: MBZ
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Clock Gating Disable Format

Size (in bits): 1
Default Value: 0x00000000
DWord Bit Description
0 0 |Clock_Gate_Disable
Value Name Description
Ob Enable Clock gating controlled by unit logic
1b Disable Disable clock gating function
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COLOR_CALC_STATE

COLOR_CALC _STATE

Size (in bits):
Default Value:

192
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000

This definition applies to devices. It is pointed to by a field in 3DSTATE_CC_STATE_POINTERS, and stored at a 64-
byte aligned boundary.

DWord| Bit Description
0 31:16 | Reserved

Access: RO
Format: MBZ

15 | Round Disable Function Disable
Format: Disable
Disables the round-disable function of the color calculator.
Value Name Description
0 Cancelled Dithering is cancelled based on the data used by blend to avoid drift.
1 Not Cancelled |Dithering is NOT cancelled.

14:1 | Reserved
Access: RO
Format: MBZ

0 [Alpha Test Format

This field selects the format for Alpha Reference Value and the format in which Alpha Test is
erformed.

Value Name Description
Oh ALPHATEST_UNORMS8 UNorm8

1h ALPHATEST_FLOAT32 Float32

Programming Notes

Alpha-test format is independent of RT format. When PS outputs UNIT/SINT alpha-value, it will
be treated as IEEE 32bit float number for the purpose of alpha-test.

31:0

Alpha Reference Value As FLOAT32
Exists If: [Alpha Test Format] == 'ALPHATEST_FLOAT32'
Format: IEEE_FLOAT

This field specifies the alpha reference value to compare against in the Alpha Test function.

Programming Notes

This field should not be programmed to NaN.
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COLOR_CALC _STATE

70

Alpha Reference Value As UNORMS

Exists If: [Alpha Test Format] == 'ALPHATEST_UNORMS'

Format: UNORMS8

This field specifies the alpha reference value to compare against in the Alpha Test function.

2 31:0 | Blend Constant Color Red
| Format: | IEEE_FLOAT |
This field specifies the Red channel of the Constant Color used in Color Buffer Blending.
3 31:0 | Blend Constant Color Green
| Format: | IEEE_FLOAT
This field specifies the Green channel of the Constant Color used in Color Buffer Blending.
4 31:0 | Blend Constant Color Blue
| Format: | IEEE_FLOAT
This field specifies the Blue channel of the Constant Color used in Color Buffer Blending.
5 31:0 |Blend Constant Color Alpha

| Format: | IEEE_FLOAT

This field specifies the Alpha channel of the Constant Color used in Color Buffer Blending.
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COLOR_PROCESSING_STATE - ACE State

COLOR_PROCESSING_STATE - ACE State

Size (in bits): 416

Default Value: 0x00000068, 0x4C382410, 0x9C887460, 0xEBD8C4B0, 0x604C3824, 0xB09C8874,
0x0000D8C4, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000

This state structure contains the ACE state used by the color processing function. It corresponds to DW29..DW41
of the Color Processing State.

DWord Bit Description
0 31:7 |Reserved
Access: RO

Format: MBZ

6:2 Skin Threshold
Format: us

Used for Y analysis (min/max) for pixels which are higher than skin threshold.
Value Name

1-31
26 [Default]

1 Full Image Histogram

Default Value: 0

Format: Enable

Used to ignore the area of interest for full image histogram.

0 ACE Enable

Format: Enable

1 31:24 |Y3
Default Value: 76
Format: us

The value of the y_pixel for point 3 in PWL.

23:16 |Y2
Default Value: 56
Format: us

The value of the y_pixel for point 2 in PWL.
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COLOR_PROCESSING_STATE - ACE State

15:8

Y1

Default Value:

36

Format:

us

The value of the y_pixel for point 1 in PWL.

7:0

Ymin

Default Value:

16

Format:

us

The value of the y_pixel for point 0 in PWL.

2 31:24

Y7

Default Value:

156

Format:

us

The value of the y_pixel for point 7 in PWL.

23:16

Y6

Default Value:

136

Format:

us

The value of the y_pixel for point 6 in PWL.

15:8

Y5

Default Value:

116

Format:

us

The value of the y_pixel for point 5 in PWL.

70

Y4

Default Value:

96

Format:

us

The value of the y_pixel for point 4 in PWL.

3 31:24

Ymax

Default Value:

235

Format:

usg

The value of the y_pixel for point 11 in PWL.

23:16

Y10

Default Value:

216

Format:

usg

The value of the y_pixel for point 10 in PWL.
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COLOR_PROCESSING_STATE - ACE State
15:8 |Y9
Default Value: 196
Format: us
The value of the y_pixel for point 9 in PWL.
7:0 Y8
Default Value: 176
Format: us
The value of the y_pixel for point 8 in PWL.
4 31:24 |B4
Default Value: 96
Format: us
The value of the bias for point 4 in PWL.
23:16 |B3
Default Value: 76
Format: us
The value of the bias for point 3 in PWL.
158 (B2
Default Value: 56
Format: us
The value of the bias for point 2 in PWL.
7:0 B1
Default Value: 36
Format: us
The value of the bias for point 1 in PWL.
31:24 |B8
Default Value: 176
Format: u8
The value of the bias for point 8 in PWL.
23:16 |B7
Default Value: 156
Format: us
The value of the bias for point 7 in PWL.
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COLOR_PROCESSING_STATE - ACE State

15:8

B6

136

Default Value:

us

Format:

The value of the bias for point 6 in PWL.

7:0

B5

116

Default Value:

us8

Format:
The value of the bias for point 5 in PWL.

6 31:16

Reserved
Access:

RO

Format:

MBZ

15:8

B10

216

Default Value:

usg

Format:
The value of the bias for point 10 in PWL.

70

B9

196

Default Value:

Format:

usg

The value of the bias for point 9 in PWL.

7 31:27

Reserved
Access:

RO
MBZ

Format:

26:16 | S1

Uu1.10

Format:

The value of the slope for point 1 in PWL. The default is 1024/1024.

15:11 |Reserved

RO

Access:
Format:

MBZ

10:0 |SO

Format:

ut.10

The value of the slope for point 0 in PWL. The default is 1024/1024.
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COLOR_PROCESSING_STATE - ACE State

8 31:27 |Reserved
Access: RO
Format: MBZ
26:16 [S3
Format: u1.10
The value of the slope for point 3 in PWL. The default is 1024/1024.
15:11 |Reserved
Access: RO
Format: MBZ
10:0 |S2
Format: U1.10
The value of the slope for point 2 in PWL. The default is 1024/1024.
9 31:27 |Reserved
Access: RO
Format: MBZ
26:16 |[S5
Format: U1.10
The value of the slope for point 5 in PWL. The default is 1024/1024.
15:11 |Reserved
Access: RO
Format: MBZ
10:0 |S4
Format: u1.10
The value of the slope for point 4 in PWL. The default is 1024/1024.
10 31:27 |Reserved
Access: RO
Format: MBZ
26:16 |S7
Format: u1.10
The value of the slope for point 7 in PWL. The default is 1024/1024.
15:11 |Reserved
Access: RO
Format: MBZ
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COLOR_PROCESSING_STATE - ACE State

10:0 |S6
| Format: | u1.10
The value of the slope for point 6 in PWL. The default is 1024/1024.
11 31:27 |Reserved
Access: RO
Format: MBZ
26:16 |S9
Format: U1.10
The value of the slope for point 9 in PWL. The default is 1024/1024.
15:11 |Reserved
Access: RO
Format: MBZ
10:0 |S8
Format: u1.10
The value of the slope for point 8 in PWL. The default is 1024/1024.
12 31:11 |[Reserved
Access: RO
Format: MBZ
10:0 |S10
Format: U1.10

The value of the slope for point 10 in PWL. The default is 1024/1024.
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COLOR_PROCESSING_STATE - PROCAMP State

COLOR_PROCESSING_STATE - PROCAMP State

Size (in bits): 64
Default Value: 0x00020001, 0x01000000

This state structure contains the PROCAMP state used by the color processing function. It corresponds to
DW53..DW54 of the Color Processing State.

DWord Bit Description
0 31:28 Reserved
Access: RO
Format: MBZ
27:17 Contrast
Default Value: 1
Format: u4.7

Contrast magnitude.

16:13 Reserved

Access: RO

Format: MBZ

12:1 Brightness

Default Value: 0

Format: S7.4

Brightness magnitude.

0 PROCAMP Enable
Default Value: 1
Format: Enable
1 31:16 Cos c_s
Default Value: 256
Format: S7.8

UV multiplication cosine factor.

15:0 Sin_c.s
Default Value: 0
Format: S7.8

UV multiplication sine factor.
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COLOR_PROCESSING_STATE - STD/STE State

Size (in bits):
Default Value:

928

0x9A6E39F0, 0x400C0000, 0x00001180, OxFE2F2E00, 0x000000FF, 0x00140000,

0xD82E0000, 0x8285ECEC, 0x00008282, 0x00000000, 0x02117000, OXA38FECI6,
0x00008CC8, 0x00000000, 0x01478000, 0x0007C300, 0x00000000, 0x00000000,
0x1C180000, 0x00000000, 0x00000000, 0x00000000, 0x0007CF80, 0x00000000,
0x00000000, 0x1C080000, 0x00000000, 0x00000000, 0x00000000

This state structure contains the STD/STE state used by the color processing function.

DWord

Bit

Description

0

31:24

V_Mid

Default Value:

154

Format:

us

Rectangle middle-point V coordinate

23:16

U_Mid

Default Value:

110

Format:

us

Rectangle middle-point U coordinate

15:10

Hue Max

Default Value:

14

Format:

U6

Rectangle half width

9:4

Sat Max

Default Value:

31

Format:

ue

Rectangle half length.

Reserved

Access:

RO

Format:

MBZ

Output Control

Value

Name

0 Output Pixels [Default]

1 Output STD Decisions

Doc Ref # IHD-OS-TGL-Vol 2d-12.21

251




intel

COLOR_PROCESSING_STATE - STD/STE State

1 STE Enable

| Format: | Enable

0 STD Enable

| Format: | Enable

1 31 Reserved

Access: RO

Format: MBZ

30:28 |Diamond Margin

Default Value: 4

Format: U3

27:21 |Diamond du

Default Value: 0

Format: S6

Rhombus center shift in the sat-direction, relative to the rectangle center.

20:18 |HS Margin

Default Value: 3

Format: u3
17:10 |Cos(i+)

Format: S0.7

The default is 79/128

9:8 Reserved

Access: RO

Format: MBZ
7:0 |Sin(i)

Format: S0.7

The default is 101/128

2 31:21 |Reserved
Access: RO
Format: MBZ
20:13 [Diamond Alpha
Format: uz2.6

1/ tan() The default is 100/64
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12:7

Diamond Th

Default Value:

35

Format:

U6

Half length of the rhombus axis in the sat-direction.

6:0

Diamond dv

Default Value:

Format:

S6

3 31:24

Y_point_3

Default Value:

254

Format:

us

Third point of the Y piecewise linear membership function.

23:16

Y_point_2

Default Value:

47

Format:

usg

Second point of the Y piecewise linear membership function.

15:8

Y_point_1

Default Value:

46

Format:

usg

First point of the Y piecewise linear membership function.

VY_STD_Enable

Format: Enable

Enables STD in the VY subspace.

6:0

Reserved

Access: RO

Format: MBZ

4 31:18

Reserved

Access: RO

Format: MBZ

17:13

Y_Slope 2

Format: uz2.3

Slope between points Y3 and Y4. The default is 31/8.
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COLOR _PROCESSING _STATE - STD/STE State
12:8 |Y_Slope_1
| Format: | u2.3

Slope between points Y1 and Y2. The default is 31/8.

7:0 Y_point_4
Default Value: 255
Format: us
Fourth point of the Y piecewise linear membership function
5 31:16 [INV_skin_types_margin
Format: uo.16
1/(2* Skin_types_margin)
Value Name Description
20 [Default] Skin_Type_margin
15:0 |Inverse Margin VYL
Format: uo.16
1/ Margin_VYL The default is 3300/65536
6 31:24 |P1L
Default Value: 216
Format: us

Y Point 1 of the lower part of the detection PWLF.

23:16 | POL
Default Value: 46
us

Format:
Y Point 0 of the lower part of the detection PWLF.

15:0 |Inverse Margin VYU
Uuo.16

Format:
1/ Margin_VYU The default is 1600/65536.

7 31:24 |[B1L
Default Value: 130
us

Format:
V Bias 1 of the lower part of the detection PWLF.
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133

23:16 | BOL
Defa

ult Value:
us

Format:

V Bias 0 of the lower part of the detection PWLF.

15:8 |P3L

236

Default Value:
us

Format:
Y Point 3 of the lower part of the detection PWLF.

7:0 P2L
Default Value: 236
us

Fo

rmat:

Y point 2 of the lower part of the detection PWLF.

8 31:27 |Reserved
RO

Access:
MBZ

Format:

26:16 | SOL
S2.8

Format:
Slope 0 of the lower part of the detection PWLF. The default is -5/256.

15:8 |B3L
130

Default Value:
us

Format:

V Bias 3 of the lower part of the detection PWLF.

7:0

B2L
Default Value: 130
us

Format:
V Bias 2 of the lower part of the detection PWLF.

9 31:22

Reserved
Access: RO
Format: MBZ

21:11

S2L
S2.8

Format:
Slope 2 of the lower part of the detection PWLF. The default is 0/256.
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10:0 |S1L

| Format: | S2.8
Slope 1 of the lower part of the detection PWLF. The default is 0/256.

10 31:27 |[Reserved
Access:

RO
MBZ

Format:

26:19 |P1U
Default Value:

66
us8

Format:
Y Point 1 of the upper part of the detection PWLF.

18:11 |[POU
Default Value:

46
us

Format:
Y Point 0 of the upper part of the detection PWLF.

10:0 |[S3L

Format: S2.8
Slope 3 of the lower part of the detection PWLF. The default is 0/256.

11 3124 |B1U
Default Value: 163
Format: us
V Bias 1 of the upper part of the detection PWLF.
23:16 |BOU
Default Value: 143
Format: us
V Bias 0 of the upper part of the detection PWLF.
15:8 |P3U
Default Value: 236
Format: us

Y Point 3 of the upper part of the detection PWLF.
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7:0

P2U

Default Value: 150

us

Format:
Y Point 2 of the upper part of the detection PWLF.

12

31:27

Reserved
Access:
Format: MBZ

RO

26:16

So0U

Format: S2.8
Slope 0 of the upper part of the detection PWLF. The default is 256/256.

15:8

B3U
Default Value:

140
us

Format:
V Bias 3 of the upper part of the detection PWLF.

7:0

B2U
Default Value:

200
us

Format:
V Bias 2 of the upper part of the detection PWLF.

13

31:22

Reserved

RO
MBZ

Access:

Format:

21:11

S2U |

| Format: | S2.8
Slope 2 of the upper part of the detection PWLF. The default is -179/256.

10:0

S1U |

| Format: | S2.8
Slope 1 of the upper part of the detection PWLF. The default is -113/256.

14

31:28

Reserved

Access: RO

Format: MBZ
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27:20 |[Skin Types Margin

Default Value: 20

Format: us

Skin types Y margin.

19:12 | Skin Types Thresh

Default Value: 120

Format: us

Skin types Y threshold.

11 Skin Type Enable

| Format: Enable
Treat differently bright and dark skin types.
Value Name Description
0 [Default] Disable
10:0 |[S3U
Format: S2.8

Slope 3 of the upper part of the detection PWLF. The default is 0/256.

15 31 Reserved
Access: RO
Format: MBZ
30:21 |[SATB1
Format: S7.2

First bias for the saturation PWLF (bright skin). The default is -8/4.

20:14 |SATP3
Default Value: 31
Format: S6

Third point for the saturation PWLF (bright skin).

13:.7 SATP2
Default Value: 6
Format: S6

Second point for the saturation PWLF (bright skin).

6:0 SATP1

Format: S6

First point for the saturation PWLF (bright skin). The default is -6.
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16 31 Reserved
Access: RO
Format: MBZ
30:20 |SATSO
| Format: | U3.8 |
Zeroth slope for the saturation PWLF (bright skin). The default is 297/256.
19:10 |[SATB3
| Format: | S7.2 |
Third bias for the saturation PWLF (bright skin). The default is 124/4.
9:0 SATB2
Format: |S7.2
Second bias for the saturation PWLF (bright skin). The default is 8/4.
17 31:22 |Reserved
Access: RO
Format: MBZ
21:11 SATS2
| Format: | u3.8 |
Second slope for the saturation PWLF (bright skin). The default is 297/256.
10:0 |[SATS1
| Format: | uU3.8 |
First slope for the saturation PWLF (bright skin). The default is 85/256.
18 31:25 |HUEP3
Default Value: 14
Format: S6
Third point for the hue PWLF (bright skin)
24:18 |HUEP2
Default Value: 6
Format: S6

Second point for the hue PWLF (bright skin)

17:11

HUEP1

Format: S6

First point for the hue PWLF (bright skin). The default is -6.
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10:0 |SATS3

| Format: | u3.8

Thrid slope for the saturation PWLF (bright skin). The default is 256/256.

19 31:30 [Reserved
Access: RO
Format: MBZ
29:20 |HUEB3
Format: | S7.2

Third bias for the hue PWLF (bright skin). The default is 56/4.

19:10 |HUEB2

Format: | S7.2

Second bias for the hue PWLF (bright skin). The default is 8/4.

9:0 HUEB1

Format: | S7.2

First bias for the hue PWLF (bright skin). The default is -8/4.

20 31:22 |Reserved
Access: RO
Format: MBZ
21:11  [HUES1
| Format: | u3.8

First slope for the hue PWLF (bright skin) The default is 85/256.

10:0 |HUESO

| Format: | u3.8

Zeroth slope for the hue PWLF (bright skin) The default is 384/256.

21 31:22 |[Reserved
Access: RO
Format: MBZ
21:11 |HUES3
Format: u3.8

Third slope for the hue PWLF (bright skin) The default is 256/256.
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10.0 |[HUES2
| Format: | u3.8
Second slope for the hue PWLF (bright skin) The default is 384/256.
22 31 Reserved
Access: RO
Format: MBZ
30:21 SATB1 _DARK
Format: S7.2
First bias for the saturation PWLF (dark skin) The default is 0/4.
20:14 |SATP3_DARK
Default Value: 31
Format: S6
Third point for the saturation PWLF (dark skin)
13:7 SATP2 DARK
Default Value: 31
Format: S6
Second point for the saturation PWLF (dark skin)
6:0 SATP1_DARK
Format: S6
First point for the saturation PWLF (dark skin). The default is -11.
23 31 Reserved
Access: RO
Format: MBZ
30:20 |SATSO_DARK
| Format: | uU3.8
Zeroth slope for the saturation PWLF (dark skin). The default is 397/256.
19:10 |[SATB3_DARK
| Format: | S7.2
Third bias for the saturation PWLF (dark skin). The default is 124/4.
9:0 SATB2_DARK
| Format: | S7.2

Second bias for the saturation PWLF (dark skin). The default is 124/4.
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24

31:22 |[Reserved
Access: RO
Format: MBZ

21:11 |SATS2 DARK
luss |

| Format:
Second slope for the saturation PWLF (dark skin). The default is 256/256.

100 |SATS1_DARK
luss |

| Format:
First slope for the saturation PWLF (dark skin). The default is 189/256.

25

31:25 [HUEP3_DARK
Default Value: 14
S6

Format:
Third point for the hue PWLF (dark skin).

24:18 |HUEP2_DARK
Default Value: 2
S6

Format:
Third point for the hue PWLF (dark skin).

17:11 HUEP1_DARK
Default Value: 0
S6

Format:
Third point for the hue PWLF (dark skin).

10:0 |SATS3_DARK
Format: U3.8
Third slope for the saturation PWLF (dark skin). The default is 256/256.
26 31:30 |Reserved
Access: RO
Format: MBZ
29:20 |HUEB3_DARK
Format: S7.2

Third bias for the hue PWLF (dark skin). The default is 56/4.
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19:10 [HUEB2_DARK
| Format: | S7.2
Second bias for the hue PWLF (dark skin). The default is 0/4.
9:0 HUEB1_DARK
| Format: | S7.2
First bias for the hue PWLF (dark skin). The default is 0/4.
27 31:22 |[Reserved
Access: RO
Format: MBZ
21:11 HUES1 DARK
Format: | u3.8
First slope for the hue PWLF (dark skin). The default is 0/256.
10:0 HUESO DARK
Format: | u3.8
Zeroth slope for the hue PWLF (dark skin). The default is 256/256.
28 31:22 |Reserved
Access: RO
Format: MBZ
21:11 HUES3_DARK
| Format: | u3.8
Third slope for the hue PWLF (dark skin). The default is 256/256.
10:0 |[HUES2_DARK
| Format: | u3.8

Second slope for the hue PWLF (dark skin). The default is 299/256.
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COLOR_PROCESSING_STATE - TCC State

COLOR_PROCESSING_STATE - TCC State

Size (in bits): 352

Default Value: 0xDCDCDCO00, 0xDCDCDCO0, 0x1E34CC91, Ox3E3CCE91, 0x02E80195, 0x0197046B,
0x01790174, 0x00096000, 0x00000000, 0x03030000, 0x009201CO

This state structure contains the TCC state used by the color processing function. It corresponds to DW42..DW52

of the Color Processing State.

DWord Bit

Description

0 31:24 |SatFactor3

Default Value:

220

Format:

u1.7

The saturation factor for yellow.

23:16 |SatFactor2

Default Value:

220

Format:

Utz

The saturation factor for red.

15:8 |SatFactor1

Default Value:

220

Format:

ut7

The saturation factor for magenta.

7 TCC Enable

Format:

Enable

6:0 Reserved

Access:

RO

Format:

MBZ

1 31:24 |[SatFactor6

Default Value:

220

Format:

ut7

The saturation factor for blue.

23:16 |SatFactor5

Default Value:

220

Format:

u1.7

The saturation factor for cyan.
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15:8

SatFactor4

Default Value:

220

Format:

ut7

The saturation factor for green.

7:0

Reserved

Access:

RO

Format:

MBZ

2 31:30

Reserved

Access:

RO

Format:

MBZ

29:20

Base Color 3

Default Value:

483

Format:

u10

19:10

Base Color 2

Default Value:

307

Format:

u10

9:0

Base Color 1

Default Value:

145

Format:

u10

3 31:30

Reserved

Access:

RO

Format:

MBZ

29:20

Base Color 6

Default Value:

995

Format:

u10

19:10

Base Color 5

Default Value:

819

Format:

u10

9:0

Base Color 4

Default Value:

657

Format:

u10

4 31:16

Color Transit Slope 23

Default Value:

744

Format:

uo0.16

The calculation result of 1/ (BC3 - BC2) [1/62]
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15:0

Color Transit Slope 12

Default Value:

405

Format:

uo0.16

The calculation result of 1/ (BC2 - BC1) [1/57]

31:16

Color Transit Slope 45

Default Value:

407

Format:

uo0.16

The calculation result of 1/ (BC5 - BC4) [1/57]

15:0

Color Transit Slope 34

Default Value:

1131

Format:

u0.16

The calculation result of 1/ (BC4 - BC3) [1/61]

31:16

Color Transit Slope 61

Default Value:

377

Format:

u0.16

The calculation result of 1/ (BC1 - BC6) [1/62]

15:0

Color Transit Slope 56

Default Value:

372

Format:

u0.16

The calculation result of 1/ (BC6 - BC5) [1/62]

31:22

Color Bias 3

Default Value:

Format:

u2.8

Color bias for BaseColor3.

21:12

Color Bias 2

Default Value:

150

Format:

u2.8

Color bias for BaseColor2.

Color Bias 1

Default Value:

Format:

u2.8

Color bias for BaseColor1.
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1:0

Reserved

Access:

RO

Format:

MBZ

8 31:22

Color Bias 6

Default Value:

Format:

u2.8

Color bias for BaseColor®6.

21:12

Color Bias 5

Default Value:

Format:

u2.8

Color bias for BaseColorb.

ColorBias4

Default Value:

Format:

u2.8

Color bias for BaseColor4.

1:0

Reserved

Access:

RO

Format:

MBZ

Reserved

Access:

RO

Format:

MBZ

30:24

UV Threshold

Default Value:

Format:

u7

Low UV threshold.

23:19

Reserved

Access:

RO

Format:

MBZ

18:16

UV Threshold Bits

Default Value:

Format:

u3

Low UV transition width bits.
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15:13

Reserved

Access:

RO

Format:

MBZ

12:8

STE Threshold

Default Value:

Format:

U5

Skin tone pixels enhancement threshold.

73

Reserved

Access:

RO

Format:

MBZ

2.0

STE Slope Bits

Default Value:

Format:

u3

Skin tone pixels enhancement slope bits.

10

31:16

Inverse UVMax Color

Default Value:

146

Format:

u0.16

1/ UVMaxColor. Used for the SFs2 calculation.

15:9

Reserved

Access:

RO

Format:

MBZ

8:0

UVMax Color

Default Value:

448

Format:

U9

The maximum absolute value of the legal UV pixels. Used for the SFs2 calculation.
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Color Calculator State Pointer Message Header Control

MHC_RT_CCSP - Color Calculator State Pointer Message Header

Control

Size (in bits): 32

Default Value: 0x00000000

DWord | Bit Description

0 31:6 | Color Calculator State Pointer
Format: GeneralStateOffset[31:6]
Specifies the 64-byte aligned point to the color calculator state. This pointer is relative to the
General State Base Address.
5:0 |Reserved

Access: RO
Format: MBZ
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Color Code Message Header Control

MHC_RT_CC - Color Code Message Header Control
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:10 | Reserved
Access: RO
Format: MBZ
9:8 [Color Code
Format: U2
This ID is assigned by the Windower unit and is used to track synchronizing events. Reserved for
HW implementation use
7:0 |FFTID
Format: us
This ID is assigned by the fixed function unit and is a unique identifier for the thread. It is used
to free up resources used by the thread upon thread completion.
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COMPRESSION_PAIR_BIT

Size (in bits): 2
Default Value: 0x00000000
DWord | Bit Description

0 1:0 | COMPRESSION PAIRING BIT
This field defines which 2 cachelines are combined in a 128B memory compression block.
Value Name Description

Oh Bit_6 Pairing bit is Addr[6]: Two consecutive cachelines form a 128B compression
[Default] block.

1h Bit_7 Pairing bit is Addr[7]: Two cachelines with a 128B stride form a 128B
compression block.

2h Bit_8 Pairing bit is Addr[8]: Two cachelines with a 256B stride form a 128B
compression block.
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ComputeCS Hardware-Detected Error Bit Definitions
Source: ComputeCS
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:12 | Reserved
Access: RO
Format: MBZ
11 |Reserved
Access: RO
Format: MBZ
10:3 | Reserved
Access: RO
Format: MBZ
2 |Command Privilege Violation Error
This bit is set if a command classified as privileged is parsed in a non-privileged batch buffer.
The command will be converted to a NOOP and parsing will continue.
1 |Reserved
Access: RO
Format: MBZ
0 |Instruction Error
This bit is set when the Renderer Instruction Parser detects an error while parsing an instruction.
Instruction errors include:
e Client ID value (Bits 31:29 of the Header) is not supported (only MI, 2D and 3D are
supported).
e Defeatured Ml Instruction Opcodes:
Value Name Description
1 Instruction Error detected
Programming Notes
This error indications cannot be cleared except by reset (i.e., it is a fatal error).
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COMPUTE_INTR_VEC - Compute Engine Interrupt Vector

Size (in bits): 16

Default Value: 0x00000000

DWord | Bit Description
0 15 | Catastrophic Error

This interrupt signals that a unrecoverable error (for e.g encountered fault when accessing a page
mapped in Global GTT) during the engine processing.

When Memory interface signals this error, the Command Streamer will stop parsing any more
instructions. Scheduler is expected to reset the engine to evict the context

14

EU Restart Interrupt
EU Restart Interrupt is generated by the GA fabric, and not by Render Command Streamer. GA
routes this interrupt to GuC independently of Command Stream.

13

Context Stall

Command streamer will generate a Context Stall interrupt when a high priority context gets stalled
due to the other command streamer executing a normal priority or low priority context is "Run
Alone" mode OR

Command streamer will generate a Context Stall interrupt when a high priority context gets stalled
while procuring run alone mode.

12

Reserved

Access: RO

Format: MBZ

11

CS Wait On Semaphore

10

Spare 10

CS TR Invalid Tile Detection

CS Context Switch Interrupt

Page Fault Interrupt

This interrupt is for handling Legacy Page Fault interface for all Command Streamers [BCS, RCS,
VCS, VECS]. When Fault Repair Mode is enabled, Interrupt mask register value is not looked at to
generate interrupt due to page fault. Please refer to vol1c "page fault support" section for more
details.

In Advanced (PRQ) Fault Interface is done through GUC interface.

CS Watchdog Counter Expired

Spare 5

CS PIPE_CONTROL Notify

wl|lhjju |

CS Error Interrupt

2:1

Spare 2
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0

CS Ml User Interrupt
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Context Descriptor Format

CONTEXT_DESCRIPTOR - Context Descriptor Format

Size (in bits): 64
Default Value: 0x00000000, 0x00000000

Description

This is the format of context descriptors which make up submitted execlists.

Context ID is a unique field assigned by GFX driver when a new context is created by which it is identified
across all hierarchies of SW and HW.

e Context ID is used for semaphore signaling by hardware and software.
e Context ID matching is used by hardware to detect Lite Restore.
e Context ID is used by hardware for page fault reporting and response with IOMMU.

e Context switch reason and the associated Context ID are reported to Context Switch Status Buffer by
hardware on a context switch.

Context ID which is a 32 bit field is further divided in to following segments described below:
e Bits[63:61] (Bits 31:29 of Context ID) represents Engine class.
e Bits[60:55] (Bits 28:23 of Context ID) represents SW Counter.

e Bit[54] (Bit 22 of Context ID) MBZ for SW programming; this bit is used by hardware to distinguish
between F&H vs F&S page requests and response messages to and from IOMMU. This bit is used by
hardware on receiving page response to properly manage the page fault counters.

e Bits[53:48] (Bits 21:16 of Context ID) represents Engine Instance (within a Engine class).

e Bits[47:37] (Bits 15:5 of Context ID)represents SW Context ID which is a software assigned unique
context ID. (supports 2048 contexts per virtual function)

e Bits[36:32] (Bits 4:0 of Context ID) represents Virtual Function Number (when virtualization is
enabled). Set to zero when virtualization is not enabled. This field contains the bits [4:0] of the Virtual
Function Number.

Programming Note: "Virtual Function Number" must be always programmed to value 0x0.

Hardware compares the following fields of the outgoing context to that of the incoming context to detect a lite
restore. Lite restore is detected when the following fields are equal and the incoming context does not have the
“Force Restore" bit set. On a lite restore hardware will only sample the tail pointer from memory (LRCA) and
keep executing the ongoing context with out initiating any context switch flows (Flush, Context Save, Context
Restore). Lite restore is HW detected context switch optimization transparent to SW, Context Switch Status
report and Context Switch Interrupt generation happens on a lite restore, Hardware Front End may temporarily
get stalled from parsing new commands.

e DW1.SW Context ID

e DW1.Virtual Function Number

e DWO0.Logical Ring Context Address (LRCA)
e DWoO. Reserved Bits[11:9]

Context ID issued for comparing during lite restore and context specific OA enabling.
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Context ID is reported by hardware to OABUFFER along with the performance statistics counters, Context ID is
used for filtering the statistics on per context basis.

DWord

Bit

Description

0..1

63:61

Context ID - Engine Class
Bits 31:29 of Context ID represents Engine class.

60:55

Context ID - SW Counter
Bits 28:23 of Context ID represents SW Counter.

54

Reserved

Bits 22 of Context ID. This must be zero for SW programming; this bit is used by hardware to
distinguish between F&H vs F&S page requests and response messages to and from IOMMU.
This bit is used by hardware on receiving page response to properly manage the page fault
counters.

53:48

Context ID - Engine Instance
Bits 21:16 of Context ID represents Engine Instance.

47:37

Context ID - SW Context ID
Bits 15:5 of Context ID represents SW Context ID, which is a software assigned unique context
ID. (supports 2048 contexts per virtual function).

36:32

Context ID - Virtual Function Number

Bits 4:0 of Context ID represents the Virtual Function Number (when virtualization is enabled).
Set to zero when virtualization is not enabled. This field contains the bits [4:0] of the Virtual
Function Number.

31:12

Logical Ring Context Address (LRCA)
’F_ogrmat: | GraphicsAddress[31:12]

This field contains the 4 KB-aligned address of the Logical Ring Context associated with his
execlist element. LRCA must be always programmed in GGTT memory.

11

Reserved
Access: RO
Format: MBZ

10:9

Context Priority

This field indicates the prioritization of the thread dispatch associated with the corresponding
context.

Note that Render Engine and Compute Engine are executing contexts of their own with the
corresponding priority programmed.

For e.g: When Compute Engine is executing lower priority context when compared to the context
executed by render engine, then threads dispatched from render engine (3D - VS, HS, DS, GS &
PSD and GPGPU -TSG threads corresponding to render engine) are given priority over the TSG
threads dispatched for compute engine.

Value Name
0 Low Priority
1 Normal Priority
2 High Priority
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Programming Notes

This field is only functional for RenderCS and ComputeCS and must be only programmed for
context descriptor submitted to RenderCS and ComputeCS.

Privilege Access

Description

This field when set indicates PPGTT enabled.

Programming Notes

This field must be always set.

7:6

Fault Handling

Source: CommandStreamer
Value | Name Description
Oh Fault and |Fault model is not supported and fault occurrence is treated as
Hang catastrophic. GAM indicates Fault Error to Command streamer. Fault Error

interrupt is reported to scheduler. CommandStreamer will not initiate
context switch on occurrence of Fault Error.

Others|Reserved [Reserved

Programming Notes

When execlist mode is set to "Legacy Context mode" Fault Handling mode must be set to
“Fault and Hang."

For proper programming for Page Fault modes, refer to memory interface section for the
corresponding generation.

Reserved
Access: RO
Format: MBZ

4:3

Addressing Mode & Legacy Context

Format: u2

Legacy context set indicates GPU is operating in legacy context mode of operation and doesn't
support any SVM features. Legacy context reset indicates GPU is operating in advanced context
mode of operation and support SVM features. Based on the Context mode set Addressing mode
is interpreted appropriately. The table below summarizes the combinations supported.

GFX engine always uses 32b virtual addressing mode when translated using GGTT irrespective of
below options.

Value Name Description

01b Legacy GPU is enabled for legacy context mode of operation and DOESN'T
Context with | support any SVM features. GPU supports 32b PPGTT graphics virtual
no 64 bit VA addressing. PDP*_DESCRIPTOR contains the base address to 4GB of
support memory space supported.
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11b Legacy GPU is enabled for legacy context mode of operation and DOESN'T
Context with [ support any SVM features. GPU supports 64b (48bit canonical) PPGTT
64 bit VA graphics virtual addressing and PDPO_DESCRIPTORcontains the base
support address to PML4 and other PDP Descriptors are ignored.

Others | Reserved Other values are not supported.

2 |Force Restore
Setting this bit will force a context restore operation when switching to this context even if the
LRCA in the CCID register (normally the LRCA of the last context from the prior execlistymatches
this one.
Note that it is legal (and likely desirable) for the Render Context Restore Inhibit bit(part of the
CTXT_SR_CTL register) in the context image being restored to also be set. The "ring"context is
being forced to be restored from a newly initialized context despite a possible LRCA match.
However, the render context for such a newly initialized context will likely be uninitialized and so
should not be restored.

1 |Reserved
Access: RO
Format: MBZ

0 [Valid

Set if this register holds a valid context descriptor. SW should set this bit in the Element registers
that it has set up to contain valid context descriptors. Any execlist elements that are not used in a
submitted execlist must have this bit clear.
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Context Status

Context Status

Size (in bits):
Default Value:

64
0x00000000, 0x00000000

The context status is an update sent by a Command Streamer to the scheduler.

The Engine Class and Instance ID specifies the Command streamer the event came from.

See the Engine ID Definition structure.

Context ID Away: Context ID of the context that the command streamer is switching away from.
Context ID To: Context ID of the context that the command streamer is switching execution to

DWord| Bit Description
0 31:26 | Context ID To SW Counter
Format: | U6
25:15 [ Context ID To SW Context ID
Format: | ut1
OX7FF: Is reserved to indicate HW idle state. "Ctxt-ID To SW Context-ID"set to Ox7FF in the report
indicates HW went to Idle following this context switch. Indicate Active to Idle switch
14:12 | Context ID To Virtual Function Number
Format: | u3
This field contains the bits [2:0] of the Virtual Function Number.
11:6 | Engine Instance
| Format: | U6 |
5:3 | Engine Class
| Format: | U3 |
2 |Semaphore Wait Mode
This field indicates the Semaphore Wait Mode (Poll or Signal) when the context switch is due to
"Wait on Semaphore". This field is only valid when "Switch Detail" indicates "Wait on
Semaphore".
Value Name
0 Signal Mode
1 Poll Mode
1 |Reserved
Access: RO
Format: MBZ
0 |Switched to New Queue
Value Name
0 False
1 True
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31:26 | Context ID Away SW Counter
| Format: | U6 |
25:15 | Context ID Away SW Context ID
| Format: | Uit |
Ox7FF: Is reserved to indicate HW idle state. Ctxt-ID Away SW Context-ID set to 0x7FF in the CSB
report indicates HW was Idle with no valid context at the time of context switch. Indicates Idle to
Active switch.
14:12 | Context ID Away Virtual Function Number
| Format: | u3 |
This field contains the bits [2:0] of the Virtual Function Number.
11:5 | Wait Detail
| Format: | u7 |
This field is only valid when Switch Detail" indicates "Wait on Sync Flip" or "Wait on Scanline" or
"Wait on VBlank" or "Wait on Semaphore".
e This field indicates the Display Plane ID when the "Switch Detail" indicates "Wait on Sync
Flip".
e This field indicates the Display PipelD when the "Switch Detail" indicates "Wait on
Scanline" or "Wait on VBlank".
e This field indicates the Wait Token Number when the "Switch Detail" indicates "Wait on
Semaphore".
Value Name Description
[0,27] |Wait on Display The value entered here is the Display Plane ID.
[0,26] |Wait on Semaphore The value entered here is the Wait Token Number.
4 |Reserved
Access: RO
Format: MBZ
3:0 [Switch Detail

Format: U4

Any values not listed below are reserved.

Value Name Description

0 Context Indicates context is complete with Head Pointer equal to Tail Pointer. In
Complete case of Render Engine it implies both RenderCS and PositionCS are

complete with head pointer equal to tail pointer.

1 Wait on Sync
Flip

2 Wait on
VBlank
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3 Wait on
Scanline

4 Wait on
Semaphore

5 Context Pre- | This field is set when the context is preempted on a preemptable
empted command and the command is not MI_SEMAPHORE_WAIT or

MI_WAIT_FOR_EVENT.
[6h- |Reserved
Fh]
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CPS_STATE
Source: RenderCS
Size (in bits): 256

Default Value:

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000

DWord| Bit Description
0 31:27 | Reserved
26:16 | MinCPSizeY

Format: S3.7

This bit-field defines the minimum shading ratio in Y dimension in screen space. This value is
used only when Coarse Pixel Shading is enabled. It also defines the floor of the non-quantized
CPSizeY for CPS_MODE_RADIAL. HW quantizes this value to determine Decoupled Rate. This
value is used to clamp the CPSizeY for the lowest bound.

15 |RESERVED
14 |ScaleAxis

Format: U1

This bit defines which dimension (along X- or Y- axis) should be scaled when computing Coarse
Pixel Size values along ellipse in CPS_MODE_RADIAL.

Value Name Description
Oh X axis Use aspect to scale X-dimension
1h Y axis Use aspect to scale Y-dimension
13:12 | Coarse Pixel Shading Mode

Format: u2

This bit-field defines Coarse Pixel Shading Mode.

Value Name Description

Oh CPS_MODE_NONE Coarse Pixel Shading is disabled. HW may be required to drive

default values to shader inputs e.g. ScaleX = ScaleY = 1 and
LODCompX = LODCompY = 1.

1h CPS_MODE_CONSTANT | Coarse Pixel Shading Ratios are defined per DRAW based on
MinCPSizeX and MinCPSizeY fields in this state (constant
across render target).

2h CPS_MODE_RADIAL Coarse Pixel Shading Ratio varies radially from a focal point
defined by (X_Focal, Y_Focal) relative to the viewport X/Y
origin. This mode is typically used when there is Depth of Field
or Ring of Confusion camera effects are desired.

3h Reserved
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Programming Notes
It is a valid configuration to set the CPS mode other than CPS_MODE_NONE and request per-
pixel dispatch in 3DSTATE_PS_EXTRA. In such case, 3DSTATE_PS_EXTRA configuration overrides
3DSTATE_CPS configuration, and effective CPS mode is set to CPS_MODE_NONE for this draw
primitive.
It is an INVALID configuration to set the CPS mode other than CPS_MODE_NONE and request
per-sample dispatch in 3DSTATE_PS_EXTRA. Such configuration should be disallowed at the API
level, and rendering results are undefined.
It is a valid configuration to set the CPS mode to CPS_MODE_NONE and at the same time set
Pixel Shader Is Per Coarse Pixel in 3DSTATE_PS_EXTRA. In such case, 3DSTATE_PS_EXTRA bit is
ignored and shader is dispatched at pixel-rate; shader inputs specific to coarse-rate have
undefined value (ActualCoarsePixelSize for example).
11 |Statistics Enable
Format: | Enable
10:0 | MinCPSizeX
Format: | S3.7
This bit-field defines the minimum shading ratio in X dimension in screen space. This value is
used only when Coarse Pixel Shading is enabled. It also defines the floor of the non-quantized
ScaleX for Mode 1. HW quantizes this value to determine Decoupled Rate.
1 31:27 | Reserved
Access: RO
Format: MBZ
26:16 | MaxCPSizeY
Format: S3.7
This bit-field defines the maximum shading ratio in Y dimension in screen space. This value is
used only when Coarse Pixel Shading is enabled and Coarse Pixel Shading Mode is set to
CPS_MODE_RADIAL. This value is used to clamp the CPSizeY for the highest bound.
MaxCPSizeY must be greater than or equal to MinCPSizeY when this value is used.
15:11 | Reserved
Access: RO
Format: MBZ
10:0 | MaxCPSizeX
Format: S3.7
This bit-field defines the maximum shading ratio in X dimension in screen space. This value is
used only when Coarse Pixel Shading is enabled and Coarse Pixel Shading Mode is set to
CPS_MODE_RADIAL. This value is used to clamp the CPSizeX for the highest bound.
MaxCPSizeX must be greater than or equal to MinCPSizeX when this value is used.
2 31:16 | Reserved
Access: RO
Format: MBZ
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15:0 |Y_Focal

Format: S15

This field defines the Y-coordinate for a focal point with respect to which shading ratio is
computed in CPS_MODE_RADIAL.

Programming Notes

The valid data range is (-2” 14 to 27 14-1)

3 31:16 | Reserved

Access: RO

Format: MBZ
15:0 | X _Focal

Format: S15

This field defines the X-coordinate for a focal point with respect to which shading ratio is
computed in CPS_MODE_RADIAL.

Programming Notes

The valid data range is (-2214 to 22 14-1)

4 |310 My

Format: IEEE_FLOAT32

This field defines the slope of the transfer function for computing CPSizeY for
CPS_MODE_RADIAL.

Programming Notes

SW needs to compute this from API supplied parameters:
(My, My) [ = | (| Sxmax-Symin [, [ Symax-Symin | )
Rmax-Rmin Rmax-Rmin
Mymust be greater than or equal to zero

5 31:0 | Mx

Format: IEEE_FLOAT32

This field defines the slope of the transfer function for computing CPSizeX for
CPS_MODE_RADIAL.

Programming Notes

SW needs to compute this from APl supplied parameters:
(My, My) [ = | (| Sxmax-Symin [, | Symax-Symin | )
Rmax‘ Rmin Rmax‘Rmin
Mx must be greater than or equal to zero

6 31:0 |Rmin

Format: IEEE_FLOAT32

This field defines (smaller) radius of the inner ellipse for CPS_MODE_RADIAL. All points on inner
ellipse have coarse point size = (MinCPSizeX, MinCPSizeY).
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7 31:0 | Aspect

Format: | IEEE_FLOAT32

This field defines aspect for both inner and outer ellipses in CPS_MODE_RADIAL. The aspect
parameter must be within <0,1> range and Driver must program it as ratio of smallest ellipse
radius to larger ellipse radius: Aspect = min(radiusX, radiusY) / max(radiusX, radiusY) where

radiusX and radiusY define ellipse radius along x- and y- axes respectively. Note: Aspect must be
same for both inner and outer ellipses.
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CSC COEFFICIENT FORMAT

Size (in bits):
Default Value:

16

0x00000000

Coefficients for the CSC are stored in sign-exponent-mantissa format. Two CSC coefficients are stored in each
dword, the table below show the data packing in each dword.

DWord Bit Description
0 15 Sign
Value Name
Ob Positive
1b Negative
14:12 | Exponent_bits
Represented as 2/ (-n)
Value Name Description
110b 4 4 or mantissa is bb.bbbbbbb
111b 2 2 or mantissa is b.bbbbbbbb
000b 1 1 or mantissa is 0.bbbbbbbbb
001b 0.5 0.5 or mantissa is 0.0bbbbbbbbb
010b 0.25 0.25 or mantissa is 0.00bbbbbbbbb
011b 0.125 0.125 or mantissa is 0.000bbbbbbbbb
Others Reserved Reserved
11:3 Mantissa
2:0 Reserved
Access: RO
Format: MBZ
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MT_DPO - Data Port 0 Message Types

Source: EuSubFunctionDataPort0
Size (in bits): 5
Default Value: 0x00000000

Lists all the Message Types in a Data Port 0 Message Descriptor [18:14].The Legacy messages are encoded in
Data Port O with Bit 18 set to zero. The Message Header is optional for many (but not all) of these operations.
The Scratch Block messages are encoded in Data Port O with Bit 18 set to one. A Message Header is required.

DWord Bit Description
0 4 |Legacy DAP-DC Message

Legacy Message

Value Name Description

Oh No Legacy DAP-DC Message
[Default]

1h Reserved Scratch Block Message, descriptor uses different Message Type

encoding

3:0 |Message Type
Specifies type of message

Value Name Description
00h MTOR_B [Default] Block Read message
01h MTOR_AB Aligned Block Read message
03h MTOR_DWS Dword Scattered Read message
04h MTOR_BS Byte Scattered Read message
07h MTO_MEMFENCE Memory Fence message
08h MTOW_B Block Write message
0Bh MTOW_DWS Dword Scattered Write message
0Ch MTOW_BS Byte Scattered Write message
Others Reserved Ignored
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MT_DP1 - Data Port 1 Message Types

Source: EuSubFunctionDataPort1
Size (in bits): 5
Default Value: 0x00000000

Lists all the Message Types in a Data Port 1 Message Descriptor [18:14].Most surface and atomic operations,
both typed and untyped, are encoded on Data Port 1. The Message Header is optional for many (but not all) of
these operations. Most A64 Stateless operations are also encoded on Data Port 1. The Message Header is
forbidden for all A64 messages on Data Port 1.

DWord Bit Description
0 4:0 |Message Type
Specifies type of message
Value Name Description
01h MT1R_US Untyped Surface Read message
02h MT1A_UI Untyped Atomic Integer Operation message
03h MT1A_UHI Untyped Atomic Half Integer Operation message
04h MT1R_MB Media Block Read message
05h MT1R_TS Typed Surface Read message
06h MT1A_TA Typed Atomic Integer Operation message
07h MT1A_TAH Typed Atomic Half Integer Operation message
08h Reserved Ignored
09h MT1W_US Untyped Surface Write message
0Ah MT1W_MB Media Block Write message
0Bh MT1A_TC Typed Atomic Counter Operation message
0Ch MT1A_TCH Typed Atomic Half Counter Operation message
0Dh MTI1W_TS Typed Surface Write message
OEh Reserved Ignored

10h MT1R_A64_SB A64 Scattered Read message

11h MT1R_A64_US A64 Untyped Surface Read message

12h MT1A_A64_UI A64 Untyped Atomic Integer Operation message

13h MT1A_A64_UHI A64 Untyped Atomic Half Integer Operation message
14h MT1R_A64_B A64 Block Read message

15h MT1W_A64_B A64 Block Write message

18h Reserved Ignored

19h MT1W_A64_US A64 Untyped Surface Write message

1Ah MT1W_A64_SB Ab64 Scattered Write message

1Bh MT1A_UF Untyped Atomic Float Operation message
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1Ch MT1A_UHF Untyped Atomic Half Float Operation message
1Dh MT1A_A64_UF A64 Untyped Atomic Float Operation message
1Eh MT1A_A64_UHF | A64 Untyped Atomic Half Float Operation message

Others |[Reserved Ignored
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DP _EXTDESC BTI252 - Data Port Bindless Surface Extended
Message Descriptor

Size (in bits): 32

Default Value: 0x00000000

DWord| Bit Description
0 31:12 | Bindless Surface Offset

Format: SurfaceStateOffset[25:6]

Specifies the bindless surface offset if the Binding Table Index is set to 252. Ignored otherwise.
The bindless surface offset is added to the Bindless Surface Base Address as bits 25:6 of the byte-
based address. The resulting address is the location of SURFACE_STATE for this message.

11 [Reserved

Access: RO

Format: MBZ
10:0 |Reserved

Access: RO

Format: MBZ
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MDC_DS - Data Size Message Descriptor Control Field

Size (in bits): 2
Default Value: 0x00000000
DWord Bit Description
0 1:0 |Data Size
Specifies the number of Bytes to be read or written
Value Name Description

00h B 1 Byte
01h w 2 Bytes
02h DW 4 Bytes
03h Reserved Reserved
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Depth Clear Value Format

Size (in bits): 32
Default Value: 0x00000000

DWord
0

Bit Description
31:0 | Depth Clear Value

This field defines the clear value that will be applied to the depth buffer if the
Depth Buffer Clear field is enabled. It is valid only if Depth Buffer Clear Value Valid is
set.

Programming Notes: The clear value must be between the min and max depth
values (inclusive) defined in the CC_VIEWPORT. If the depth buffer format is
D32_FLOAT, then values must be limited to the range of +0.0f and 1.0f inclusive;
values outside this range are reserved

Format: | IEEE_FLOAT
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STRUCTURE_TEMPLATE - Deptrh Clear Value Format

Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:0 [Address1
Format: IEEE_FLOAT32
Format: UNORM24
Format: UNORM16
When this field contains 24-bit UNORM, the upper 8-bits are reserved (0's)
When this field contains 16-bit UNORM the upper 16-bits are reserved (0's)
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Size (in bits): 14

Default Value: 0x00000000

DWord | Bit Description

0 13:6 | RegNum

Format: usg

Description

This field provide the register number for the operand. For a GRF register, is the part of a register
address that aligns to a 256-bit (32-byte) boundary. For an ARF register, this field is encoded
such that MSBs identify the architecture register type and LSBs provide the register number. An
AREF register can only be destination or Source 0. Any Source 1 or Source 2 operands cannot be
AREF registers. RegNum and SubRegNum together provide the byte-aligned address for the
origin of a register region. RegNum provides bits 12:5 of that address. This field applies to both
source and destination operands.

5:1

SubRegNum

This field provide the subregister number for the operand. For a GRF register, is the byte address
within a 256-bit (32-byte) register. For an ARF register, determines the sub-register number
according to the specified encoding for the given architecture register.

RegNum and SubRegNum together provide the byte-aligned address for the origin of a GRF
register region. RegNum provides bits 12:5 of that address. For one-source and two-source
instructions, SubregNum provides bits 4:0.

For three-source instructions, the address must be Word-aligned; SubRegNum provides bits 4:1of
the address and bits 0 are zero.

I?I'(:ﬁ’sl::‘::Id indicate whether Architecture register file or General register file are selected.
Value | Name Description

0 ARF Architecture Register File.

1 GRF General Register File. Allowed for any Source or Destination.
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Display Engine Render Response Message Definition

DE_RRMD - Display Engine Render Response Message Definition

Size (in bits): 96
Default Value: 0x00000000, 0x00000000, 0x00000000

The Display Engine Render Response Registers use bit definitions from this table.

Programming Notes

Some events can be sent to CS (Render Command Streamer) or BCS (Blitter Command Streamer). For render
response messages sending flip done or scanline events, the destination, CS or BCS, is selected depending on
the initiator of the flip or the load scanline command. For render response messages sending vertical blank
events, the destinations, CS or BCS, or both CS and BCS, is selected depending on the DE_RR_DEST setting.
Command Streamer Plane number to the Display Plane name mapping is available in the Display Plane
Capability and Interoperability section.

The STEREO3D_EVENT_MASK selects between left eye and right eye reporting of vertical blank and scanline
events in stereo 3D modes.

DWord | Bit Description

0 31 |Spare 31

30 | Reserved
Access: RO
Format: MBZ

29 |Reserved

28 |Spare 28

27 |Spare 27

26 |VDEnNc Session3 Start
This event is reported when the Display pipe for this session reaches Tail Initial Update Delay.
This event is not masked by DE_GUCRMR since it is sent directly by transcoder WD.

25 [VDENc Session?2 Start
This event is reported when the Display pipe for this session reaches Tail Initial Update Delay.
This event is not masked by DE_GUCRMR since it is sent directly by transcoder WD.

24 |VDENc Session1 Start
This event is reported when the Display pipe for this session reaches Tail Initial Update Delay.
This event is not masked by DE_GUCRMR since it is sent directly by transcoder WD.

23 | VDEnNc Session0 Start
This event is reported when the Display pipe for this session reaches Tail Initial Update Delay.
This event is not masked by DE_GUCRMR since it is sent directly by transcoder WD.

Doc Ref # IHD-OS-TGL-Vol 2d-12.21 295



intel

DE_RRMD - Display Engine Render Response Message Definition

22

Pipe_C_DPST_Histogram_Event
This event is reported on the start of the DPST Histogram event for pipe C. This event should
only be unmasked for GuC.

21 |Pipe_C_Start_of_Vertical_Blank_Event
This event is reported on the start of the vertical blank of the transcoder attached to Pipe C.
20 | Plane_6_Flip_Done_Event
This event is reported on the completion of a flip for Plane 6.
19 |Plane_12_Flip_Done_Event
This event is reported on the completion of a flip for Plane 12.
18 | Plane_11_Flip_Done_Event
This event is reported on the completion of a flip for Plane 11.
17 |Plane_10_Flip_Done_Event
This event is reported on the completion of a flip for Plane 10.
16 | Plane_9_Flip_Done_Event
This event is reported on the completion of a flip for Plane 9.
15 |Plane_3_Flip_Done_Event
This event is reported on the completion of a flip for Plane 3.
14 |Pipe_C_Scanline_Event
This event is reported on the start of the selected scan line for the transcoder attached to Pipe C.
13 | Reserved
12 [Spare 12
Unused
11 | Pipe_B_Start_of_Vertical_Blank_Event
This event is reported on the start of the vertical blank of the transcoder attached to Pipe B.
10 |Plane_5_Flip_Done_Event
This event is reported on the completion of a flip for Plane 5.
9 |[Plane_2_Flip_Done_Event
This event is reported on the completion of a flip for Plane 2.
8 |Pipe_B_Scanline_Event
This event is reported on the start of the selected scan line for the transcoder attached to Pipe B.
7 |Plane_8_Flip_Done_Event
This event is reported on the completion of a flip for Plane 8.
6 |Plane_7_Flip_Done_Event
This event is reported on the completion of a flip for Plane 7.
5 [Reserved
4 |Spare 4
Unused
3 |Pipe_A_Start_of Vertical_Blank_Event
This event is reported on the start of the vertical blank of the transcoder attached to Pipe A.
2 |Plane_4_Flip_Done_Event

This event is reported on the completion of a flip for Plane 4.
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1

Plane_1_Flip_Done_Event
This event is reported on the completion of a flip for Plane 1.

Pipe_A_Scanline_Event
This event is reported on the start of the selected scan line for the transcoder attached to Pipe A.

Spare 31
Unused.

30

Spare 30
Unused.

29

Spare 29
Unused.

28

Spare 28
Unused

27

Spare 27
Unused

26

Spare 26
Unused

25

Spare 25
Unused

24

Spare 24
Unused

23

Spare 23
Unused

22

Spare 22
Unused

21

Spare 21
Unused

20

Spare 20
Unused

19

Spare 19
Unused

18

Spare 18
Unused

17

Spare 17
Unused

16

Spare 16
Unused

15

Spare 15
Unused

14

Spare 14
Unused
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13

Spare 13
Unused

12

Spare 12
Unused

11

Spare 11
Unused

10

Spare 10
Unused

Spare 9
Unused

Spare 8
Unused

Spare 7
Unused

Spare 6
Unused

Spare 5
Unused

Spare 4
Unused

Spare 3
Unused

Reserved

Pipe_D_Scanline_Event
This event is reported on the start of the selected scan line for the transcoder attached to Pipe D.
Some SKUs may not have Pipe D.

Pipe_D_Start_of Vertical_Blank_Event
This event is reported on the start of the vertical blank of the transcoder attached to Pipe D.
Some SKUs may not have Pipe D.

Spare 31
Unused.

30

Spare 30
Unused.

29

Spare 29
Unused.

28

Spare 28
Unused

27

Spare 27
Unused

26

Spare 26
Unused
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25

Spare 25
Unused

24

Spare 24
Unused

23

Spare 23
Unused

22

Spare 22
Unused

21

Spare 21
Unused

20

Spare 20
Unused

19

Plane_32_Flip_Done_Event

This event is reported on the completion of a flip for Plane 32.

18

Plane_31_Flip_Done_Event

This event is reported on the completion of a flip for Plane 31.

17

Plane_30_Flip_Done_Event

This event is reported on the completion of a flip for Plane 30.

16

Plane_29 Flip_Done_Event

This event is reported on the completion of a flip for Plane 29.

15

Plane_28 Flip_Done_Event

This event is reported on the completion of a flip for Plane 28.

14

Plane_27_Flip_Done_Event

This event is reported on the completion of a flip for Plane 27.

13

Plane_26_Flip_Done_Event

This event is reported on the completion of a flip for Plane 26.

12

Plane_25_Flip_Done_Event

This event is reported on the completion of a flip for Plane 25.

11

Plane_24 Flip_Done_Event

This event is reported on the completion of a flip for Plane 24.

10

Plane_23_Flip_Done_Event

This event is reported on the completion of a flip for Plane 23.

Plane_22_Flip_Done_Event

This event is reported on the completion of a flip for Plane 22.

Plane_21_Flip_Done_Event

This event is reported on the completion of a flip for Plane 21.

Plane_20_Flip_Done_Event

This event is reported on the completion of a flip for Plane 20.

Plane_19_Flip_Done_Event

This event is reported on the completion of a flip for Plane 19.
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5 |Plane_18_Flip_Done_Event
This event is reported on the completion of a flip for Plane 18.

4 |Plane_17_Flip_Done_Event
This event is reported on the completion of a flip for Plane 17.

3 |Plane_16_Flip_Done_Event
This event is reported on the completion of a flip for Plane 16.

2 |Plane_15_Flip_Done_Event
This event is reported on the completion of a flip for Plane 15.

1 [Plane_14_Flip_Done_Event
This event is reported on the completion of a flip for Plane 14.

0 |Plane_13_Flip_Done_Event
This event is reported on the completion of a flip for Plane 13.
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DUALSUBSLICE_HASH_TABLE_8x8

Size (in bits):
Default Value:

64
0x00000000, 0x00000000

8x8 [Y][X] dualsubslice hashing table. Each entry is a single bit that indicates which dualSubSlice(DSS) the

indicated xy location maps to. A value of 0 indicates the larger DSS, or DSS=0 if both DSS have are

balanced(have same number of enabled Isubslices)

DWord Bit Description
0 31:24 | SubSlice Hashing Table Entries[3]x[7:0]
Format: | us
Indicates the dualsubslice_id for the pixel block that has y=3 and x=7..0
23:16 | SubSlice Hashing Table Entries[2]x[7:0]
Format: | us
Indicates the dualsubslice_id for the pixel block that has y=2 and x=7..0
15:8 [SubSlice Hashing Table Entries[1]x[7:0]
Format: | us
Indicates the dualsubslice_id for the pixel block that has y=1 and x=7..0
7.0 SubSlice Hashing Table Entries[0]x[7:0]
| Format: | us
Indicates the dualsubslice_id for the pixel block that has y=0 and x=7..0
1 31:24 | SubSlice Hashing Table Entries[7]x[7:0]
| Format: | us
Indicates the dualsubslice_id for the pixel block that has y=7 and x=7..0
23:16 | SubSlice Hashing Table Entries[6]x[7:0]
| Format: | us
Indicates the dualsubslice_id for the pixel block that has y=6 and x=7..0
15:8 [SubSlice Hashing Table Entries[5]x[7:0]
| Format: | us
Indicates the dualsubslice_id for the pixel block that has y=5 and x=7..0
7:0 SubSlice Hashing Table Entries[4]x[7:0]

| Format: | us

Indicates the dualsubslice_id for the pixel block that has y=4 and x=7..0
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DUALSUBSLICE_HASH_TABLE_16x8

DUALSUBSLICE_HASH_TABLE_16x8

Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000

16x8 [Y][X] dualsubslice hashing table. Each entry is a single bit that indicates which dualSubSlice(DSS) the
indicated xy location maps to. A value of 0 indicates the larger DSS, or DSS=0 if both DSS have are
balanced(have same number of enabled Isubslices)

DWord Bit Description

0 31:16 [SubSlice Hashing Table Entries y[1]x[15:0]

Format: | u16

Indicates the dualsubslice_id for the pixel block that has y=1 and x=15..0

15:0 |SubSlice Hashing Table Entries y[0]x[15:0]

Format: | u16

Indicates the dualsubslice_id for the pixel block that has y=0 and x=15..0

1 31:16 |SubSlice Hashing Table Entries y[3]x[15:0]

Format: | ute

Indicates the dualsubslice_id for the pixel block that has y=3 and x=15..0

15:0 |SubSlice Hashing Table Entries y[2]x[15:0]

| Format: | u1eé

Indicates the dualsubslice_id for the pixel block that has y=2 and x=15..0

2 31:16 |SubSlice Hashing Table Entries y[5]x[15:0]

| Format: | u1eé

Indicates the dualsubslice_id for the pixel block that has y=5 and x=15..0

15:0 |SubSlice Hashing Table Entries y[4]x[15:0]

| Format: | u1eé

Indicates the dualsubslice_id for the pixel block that has y=4 and x=15..0

3 31:16 [SubSlice Hashing Table Entries y[7]x[15:0]

| Format: | u16

Indicates the dualsubslice_id for the pixel block that has y=7 and x=15..0

15:0 [SubSlice Hashing Table Entries y[6]x[15:0]

| Format: | u16

Indicates the dualsubslice_id for the pixel block that has y=6 and x=15..0
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MDCR_DW - Dword Data Payload Register

Size (in bits):
Default Value:

256

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000

DWord

Bit

Description

0.0

31:0

Dword0

| Format:

lus2

Specifies the slot 0 data in this payload register

0.1

31:0

Dword1

| Format:

lus2

Specifies the slot 1 data in this payload register

0.2

31:0

Dword2

| Format:

lus2

Specifies the slot 2 data in this payload register

0.3

31:0

Dword3

| Format:

us2

Specifies the slot 3 data in this payload register

0.4

31:0

Dword4

| Format:

us2

Specifies the slot 4 data in this payload register

0.5

31:0

Dword5

| Format:

us2

Specifies the slot 5 data in this payload register

0.6

31:0

Dword6

| Format:

|us2

Specifies the slot 6 data in this payload register

0.7

31:0

Dword7

| Format:

|us2

Specifies the slot 7 data in this payload register
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Dword SIMD8 Atomic Operation CMPWR Message Data Payload

MDP_AOP8_DW?2 - Dword SIMD8 Atomic Operation CMPWR

Message Data Payload

Size (in bits):
Default Value:

512

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000

DWord Bit Description
0.0-0.7 255:0 Src0
| Format: | MDCR_DW
Specifies the Slot [7:0] Source 0 data
1.0-1.7 255:0 Src1
| Format: | MDCR_DW

Specifies the Slot [7:0] Source 1 data
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MDP_DW _SIMDS8 - Dword SIMD8 Data Payload

Size (in bits):
Default Value:

256

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000

DWord

Bit

Description

0.0-0.7

255:0

Data[7:0]

Format:

MDCR_DW

Specifies the Slot [7:0] data
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Dword SIMD16 Atomic Operation CMPWR Message Data Payload

MDP_AOP16_DW?2 - Dword SIMD16 Atomic Operation CMPWR
Message Data Payload

Size (in bits): 1024

Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000

DWord Bit Description

0.0-0.7 255:0 Src0[7:0]

| Format: | MDCR_DW

Specifies the Source 0 data for Slot [7:0]

1.0-1.7 255:0 Src0[15:8]

| Format: | MDCR_DW

Specifies the Source 0 data for Slot [15:8]

2.0-2.7 255:0 Src1[7:0]

Format: | MDCR_DW

Specifies the Source 1 data for Slot [7:0]

3.0-3.7 255:0 Src1[15:8]

Format: | MDCR_DW

Specifies the Source 1 data for Slot [15:8]
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Dword SIMD16 Data Payload

MDP_DW _SIMD16 - Dword SIMD16 Data Payload

Size (in bits):
Default Value:

512

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,
0x00000000, 0x00000000, 0x00000000, 0x00000000

DWord Bit Description
0.0-0.7 255:0 Data[7:0]
Format: | MDCR DW
Specifies the Slot [7:0] data
1.0-1.7 255:0 Data[15:8]
Format: | MDCR_DW
Specifies the Slot [15:8] data
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Encoder Statistics Format

Encoder Statistics Format

Source:

Size (in bits):
Default Value:

VideoEnhancementCS

128

0x00000000, 0x00000000, 0x00000000, 0x00000000

The per block data is intended for use by the video encoder and consists of 16 bytes of Denoise block data and
FMD variances. Much of the data is encoded as an 8-bit mantissa with the leading 1 removed and a 4-bit shift.

To recover the original 17-bit integer this code can be used: If (exp != 0) Number = ((0x100 | Mantissa) « exp) »
7; else Number = mantissa;

The values for STAD, SHCM and SVCM for each 4x4 are shited down by 2 bits to make 14-bit values before
being summed for the 16x4 block to make a 16-bit value. The result is then converted into the mantissa/exp

format.
DWord Bit Description
0 31:24 | Tearing_Count 1 (FMD Variance[8])
Format: us
Number of pixels that have (diff cTcB > diff_cTcT + diff_cBcB)
Value Name Description
0 Dl is Disabled
23:16 |Tearing_Count 2
Format: us
If the frame is Deinterlaced with Top First in the DN/DI state then this is (FMD Variance[9])
= Number of pixels that have (diff_cTpB > diff_cTcT + diff_pBpB)
If the frame is bottom first then this is (FMD Variance[10]) = Number of pixels that have
(diff_cBpT > diff_pTpT + diff_cBcB)
Value Name Description
0 Dl is Disabled
15:8 | Motion_Count (FMD Variance[7])
Format: us
Number of pixels that are moving (different above a threshold)
Value Name Description
0 Dl is Disabled
7:0 |Reserved
Access: RO
Format: MBZ
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1 31:28 [sSTAD
Format: | U4
Shift for the Sum in time of absolute differences for 16x4.
Value Name Description
0 Temporal Denoise Filtering is Disabled.
27:24 |sSHCM
Format: u4
Shift for the Sum horizontally of absolute differences.
Value Name Description
0 DN is Disabled
23:20 |sSVCM
| Format: | u4
Shift for the Sum vertically of absolute differences.
19:16 |sDiff cTpT
| Format: | u4
Shift for the sum of differences in top fields of current and previous frame.
Value Name Description
0 Dl is Disabled
15:12 | sDiff cBpB
Format: u4

Shift for the sum of differences in bottom field of current and previous frame.

Value Name Description
0 Dl is Disabled
11:8 |sDiff cTcB
Format: U4
Shift for the sum of differences between top and bottom field in current frame.
Value Name Description
0 Dl is Disabled
74 | sDiff cTpB
Format: U4

Shift for the sum of differences between current top and previous bottom.

Value

Name

Description

Dl is Disabled
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3:0 |sDiff cBpT
Format: | U4
Shift for the sum of differences between current bottom and previous top.
Value Name Description
0 Dl is Disabled
2 31:24 | mDiff_cBpB (FMD Variance[1])
Format: us
Mantissa of sum of differences in bottom field of current and previous frame.
Value Name Description
0 Dl is Disabled
23:16 | mDiff_cTcB (FMD Variance[2])
Format: us
Mantissa of sum of differences between top and bottom field in current frame.
Value Name Description
0 Dl is Disabled
15:8 | mDiff cTpB (FMD Variance[3])
Format: us
Mantissa of sum of differences between current top and previous bottom.
Value Name Description
0 Dl is Disabled
7:0 | mDiff cBpT (FMD Variance[4])
Format: us
Mantissa of sum of differences between current bottom and previous top.
Value Name Description
0 Dl is Disabled
3 31:24 [mSTAD
Format: us
Mantissa of Sum in time of absolute differences for 16x4.
Value Name Description
0 Temporal Denoise Filtering is disabled.
23:16 |mSHCM
Format: us
Mantissa of Sum horizontally of absolute differences.
Value Name Description
0 DN is Disabled
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15:8 [mSVCM
Format: | us
Mantissa of Sum vertically of absolute differences.
Value Name Description
0 DN is Disabled
7.0 | mDiff cTpT (FMD Variance[0])
Format: us

Mantissa of sum of differences in top fields of current and previous frame.

Value

Name

Description

Dl is Disabled
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EU_INSTRUCTION_BASIC_ONE_SRC

EU_INSTRUCTION_BASIC_ONE_SRC

Source: Eulsa
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0.3 |[127:96|SrcO0.ImmValue[31:0]
Exists If: ([SrcO.Islmm]==true)

95:92 [CondCtrl

Exists [ ([SrcO.Islmm]==false) OR (([Src0.DataType]!=:q) AND ([Src0.DataType]!=:uq) AND
If: ([SrcO.DataType]!=:df))

Format: | FlagModifier

95:64 |Src0.ImmValue[63:32]

Exists | ([SrcO.Isimm]==true) AND (([SrcO.DataType]==:q) OR ([Src0.DataType]==:uqg) OR
If: ([Src0.DataType]==:df))

87:84 |Src0.VertStride

Exists [ ([SrcO.Isimm]=="false) OR (([Src0.DataType]!=:q) AND ([Src0.DataType]'=:ug) AND
If: ([Src0.DataType]!=:df))

Format: | VertStride

83:81 | Src0.Width

Exists [ ([SrcO.Islmm]==false) OR (([Src0.DataType]!=:q) AND ([Src0.DataType]!=:uq) AND
If: ([Src0.DataType]!=:df))

Format; | Width

80 ([Src0.AddrMode

Exists [ ([SrcO.Isilmm]==false) OR (([Src0.DataType]!=:q) AND ([Src0.DataType]!=:uq) AND
If: ([SrcO0.DataType]!=:df))

Format: | AddrMode

79:66 |Src0.Operand

Exists | (([Src0.Isimm]==false) OR (([Src0.DataType]!=:q) AND ([Src0.DataType]!=:uq) AND
If: ([Src0.DataType]!=:df))) AND ([Src0.AddrMode]==Direct)

Format: | DirectOperand

79:66 |Src0.Operand

Exists | (([SrcO.Isimm]==false) OR (([Src0.DataType]'=:q) AND ([Src0.DataType]!=:uq) AND
If: ([Src0.DataType]!=:df))) AND ([Src0.AddrMode]==Indirect)

Format: | IndirectOperand
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65:64

Src0.HorzStride

Exists | ([Src0.Isimm]==false) OR (([Src0.DataType]!=:q) AND ([SrcO.DataType]'=:uq) AND
If: ([Src0.DataType]!=:df))

Format: | HorzStride

63:50

Dst.Operand

Exists If:

([Dst.AddrMode]==Indirect)

Format:

IndirectOperand

63:50

Dst.Operand

Exists If:

([Dst.AddrMode]==Direct)

Format:

DirectOperand

49:48

Dst.HorzStride

Format:

HorzStride

47

Reserved

Access:

RO

Format:

MBZ

46

SrcO0.Isimm

This field indicate that Source 0 operand is carrying an immediate value.

Value

Name

0

false [Default]

1

45:44

Src0.Mod

Format:

SrcMod

43:40

Src0.DataType

Exists If:

([SrcO.Isimm]==false)

Format:

RegDataType

43:40

Src0.DataType

Exists If:

([SrcO.Isimm]==true)

Format:

ImmDataType

39:36

Dst.DataType

| Format:

I RegDataType

35

Dst.AddrMode

| Format:

| AddrMode

34

Saturate

| Format:

| Saturate

33

AccWrCtrl

| Format:

| AccWrCtrl
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32 | AtomicCtrl
| Format: | AtomicCtrl
31 | MaskCtrl
Mask Control (formerly Write Enable Control). This field determines if the per channel write
enables are used to generate the final write enable. This field should be normally "0".
Value Name Description
0 Normal Normal. Per channel write enable used for final write enable generation.
[Default]
1 NoMask NoMask.Skips the check for PcIP[n] == ExIP before enabling a channel,
as described in the Evaluate Write Enable section.
30 |Reserved
29 [CmptCtrl
Format: MBZ
Compaction Control Indicates whether the instruction is compacted to the 64-bit compact
instruction format. When this bit is set, the 64-bit compact instruction format is used. The EU
decodes the compact format using lookup tables internal to the hardware, but documented for
use by software tools. Only some instruction variations can be compacted, the variations
supported by those lookup tables and the compact format. See EU Compact Instruction Format
for more information.
Value Name Description
0 NoCompaction No compaction. 128-bit native instruction supporting all
[Default] instruction options.
1 Compacted Compaction is enabled. 64-bit compact instruction supporting
only some instruction variations.
28 |Predinv
This field, together with PredCtrl, enables and controls the generation of the predication mask
for the instruction. When it is set, the predication uses the inverse of the predication bits
generated according to setting of Predicate Control. In other words, effect of Predinv happens
after PredCtrl. This field is ignored by hardware if Predicate Control is set to 0000 - there is no
redication. PMask is the final predication mask produced by the effects of both fields
Value Name Description
0 Positive Positive polarity of predication. Use the predication mask produced
[Default] by PredCtrl.
1 Negative Negative polarity of predication. If PredCtrl is nonzero, invert the
predication mask.
27:24 | PredCtrl
Format: PredCtrl

This field, together with Predinv, enables and controls the generation of the predication mask
for the instruction. It allows per-channel conditional execution of the instruction based on the
content of the selected flag register.
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EU_INSTRUCTION_BASIC_ONE_SRC

23

FlagRegNum[0]
This field specifies bit[0] of the register number for a flag register operand.

22

FlagSubRegNum

This field specifies the sub-register number for a flag register operand. There are two sub-
registers in the flag register. Each sub-register contains 16 flag bits. The selected flag sub-
register is the source for predication if predication is enabled for the instruction. It is the
destination to store conditional flag bits if conditional modifier is enabled for the instruction.
The same flag sub-register can be both the predication source and conditional destination, if
both predication and conditional modifier are enabled.

21:19

ChanOff
Format: ChanOff

This field provides offset information for ARF selection. The can be thought of as a starting
channel offset for the execution mask and other ARF registers implicitly accessed.

18:16

ExecSize

Format: ExecSize

This field determines the number of channels operating in parallel for this instruction. The size
cannot exceed the maximum number of channels allowed for the given data type.

15:0

Header

Format: Header
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EU_INSTRUCTION_BASIC_THREE_SRC

EU_INSTRUCTION_BASIC_THREE_SRC

Source: Eulsa
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0.3 |127:114|Src2.0perand
Exists If: ([Src2.Isimm]==false) AND ([Header][Opcode]!=madm)
Format: DirectOperand
127:114 | Src2.0perand
Exists If: ([Src2.Isimm]==false) AND ([Header][Opcode]==madm)
Format: MacroOperand
127:112 | Src2.ImmValue[15:0]
Exists If: ([Src2.Isimm]==true)
113:112 | Src2.HorzStride
Exists If: ([Src2.Isimm]==false)
Format: HorzStride
111:98 | Src1.0perand
Exists If: ([Header][Opcode]!=madm)
Format: DirectOperand
111:98 | Src1.0perand
Exists If: ([Header][Opcode]==madm)
Format: MacroOperand
97:96 |Src1.HorzStride
| Format: | HorzStride
95:92 |CondCtrl
| Format: | FlagModifier
91 Src1.VertStride[1]
| Format: | TernaryVertStride[1:1]
90:88 |Src1.DataType
| Format: | TernaryDataType
87:86 |Src1.Mod
| Format: | SrcMod
85:84 |Src2.Mod
| Format: | SrcMod
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EU_INSTRUCTION_BASIC_THREE_SRC

83 Src1.VertStride[0]

| Format: | TernaryVertStride[0:0]

82:80 |Src2.DataType

| Format: | TernaryDataType

79:66 |[Src0.Operand

Exists If: ([Src0.Isimm]==false) AND ([Header][Opcode]!=madm)

Format: DirectOperand

79:66 |[Src0.Operand

Exists If: ([SrcO.Isimm]==false) AND ([Header][Opcode]==madm)

Format: MacroOperand

79:64 |[SrcO0.ImmValue[15:0]

Exists If: | (Src0.Isimm]==true)

65:64 |[Src0.HorzStride

Exists If: ([SrcO.Isimm]==false)
Format: HorzStride

63:50 |Dst.Operand
Exists If: ([Header][Opcode]!=madm)
Format: DirectOperand

Programming Notes

The Dst.Operand must be 64 bit aligned. i.e. Dst.Operand.SubRegNum[2:0] must be zero,

63:50 |Dst.Operand

Exists If: ([Header][Opcode]==madm)
Format: MacroOperand
49 Reserved
Format: MBZ

48 | Dst.HorzStride
This field provides the distance in unit of data elements between two adjacent data elements
within a row (horizontal) in the register region for the operand.

Value Name

0 1 element

1 2 element

47  |Src2.Islmm
This field indicate that Source 2 operand is carrying an immediate value.

Value Name

0 false

1 true
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46 Src0.Isimm
This field indicate that Source 0 operand is carrying an immediate value.
Value Name
0 false
1 true
45:44 |Src0.Mod
| Format: SrcMod
43 Src0.VertStride[1]
| Format: | TernaryVertStride[1:1]
42:40 |Src0.DataType
| Format: | TernaryDataType
39 |ExecDataType
This field indicate the datatype mode of ternary instruction. Integer or Float.
Value Name
0 Integer
1 Float
38:36 |Dst.DataType
| Format: | TernaryDataType
35 Src0.VertStride[0]
| Format: | TernaryVertStride[0:0]
34 Saturate
| Format: | Saturate
33 AccWrCtrl
| Format: | AccWrCtrl
32 AtomicCtrl
| Format: | AtomicCtrl
31 MaskCtrl
Mask Control (formerly Write Enable Control). This field determines if the the per channel
write enables are used to generate the final write enable. This field should be normally "0".
Value Name Description
0 Normal Normal. Per channel write enable used for final write enable
[Default] generation.
1 NoMask NoMask.Skips the check for PcIP[n] == ExIP before enabling a channel,
as described in the Evaluate Write Enable section.
30 Reserved
29 | CmptCtrl
Format: MBZ
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Compaction Control Indicates whether the instruction is compacted to the 64-bit compact
instruction format. When this bit is set, the 64-bit compact instruction format is used. The EU
decodes the compact format using lookup tables internal to the hardware, but documented
for use by software tools. Only some instruction variations can be compacted, the variations
supported by those lookup tables and the compact format. See EU Compact Instruction
Format for more information.

Value Name Description
0 NoCompaction No compaction. 128-bit native instruction supporting all
[Default] instruction options.
1 Compacted Compaction is enabled. 64-bit compact instruction supporting
only some instruction variations.

28

Predinv

This field, together with PredCtrl, enables and controls the generation of the predication mask

for the instruction. When it is set, the predication uses the inverse of the predication bits

generated according to setting of Predicate Control. In other words, effect of Predinv happens

after PredCtrl. This field is ignored by hardware if Predicate Control is set to 0000 - there is no
redication. PMask is the final predication mask produced by the effects of both fields

Value Name Description
0 Positive Positive polarity of predication. Use the predication mask produced
[Default] by PredCtrl.
1 Negative Negative polarity of predication. If PredCtrl is nonzero, invert the
predication mask.

27:24

PredCtrl

Format: PredCtrl

This field, together with Predinv, enables and controls the generation of the predication mask
for the instruction. It allows per-channel conditional execution of the instruction based on the
content of the selected flag register.

23

FlagRegNum|[0]
This field specifies bit[0] of the register number for a flag register operand.

22

FlagSubRegNum

This field specifies the sub-register number for a flag register operand. There are two sub-
registers in the flag register. Each sub-register contains 16 flag bits. The selected flag sub-
register is the source for predication if predication is enabled for the instruction. It is the
destination to store conditional flag bits if conditional modifier is enabled for the instruction.
The same flag sub-register can be both the predication source and conditional destination, if
both predication and conditional modifier are enabled.

21:19

ChanOff
Format: ChanOff

This field provides offset information for ARF selection. The can be thought of as a starting
channel offset for the execution mask and other ARF registers implicitly accessed.
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18:16 |ExecSize
| Format: | ExecSize
This field determines the number of channels operating in parallel for this instruction. The size
cannot exceed the maximum number of channels allowed for the given data type.
15:0 [Header
Format: Header
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Source: Eulsa
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0.3 |127:126|Reserved
Exists If: ([Src1.Isimm]==false)
Format: MBZ
127:96 |Src1.ImmValue[31:0]
Exists If: ([Src1.Isimm]==true)
125:122 | Reserved
Exists If: ([Src1.Isimm]==false)
Format: MBZ
121:120| Src1.Mod
Exists If: ([Src1.Isimm]==false)
Format: SrcMod
119:116 | Src1.VertStride
Exists If: ([Src1.Isimm]==false)
Format: VertStride
115:113 | Src1.Width
Exists If: ([Src1.Isimm]==false)
Format: Width
112 |Src1.AddrMode
Exists If: ([Src1.Isimm]==false)
Format: AddrMode
111:98 | Src1.0perand
Exists If: ([Src1.Isimm]==false) AND ([Src1.AddrMode]==Indirect)
Format: IndirectOperand
111:98 | Src1.0perand
Exists If: ([Src1.Islmm]==false) AND ([Src1.AddrMode]==Direct)
Format: DirectOperand
97:96 |Src1.HorzStride
Exists If: ([Src1.Isimm]==false)
Format: HorzStride
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95:92

CondCtrl

| Format:

| FlagModifier

91:88

Src1.DataType

Exists If:

([Src1.Islmm]==true)

Format:

ImmDataType

91:88

Src1.DataType

Exists If:

([Src1.Isimm]==false)

Format:

RegDataType

87:84

Src0.VertStride

| Format:

| VertStride

83:81

Src0.Width

| Format:

| Width

80

Src0.AddrMode

| Format:

| AddrMode

79:66

Src0.Operand

Exists If:

([Src0.AddrMode]==Direct)

Format:

DirectOperand

79:66

Src0.Operand

Exists If:

([Src0.AddrMode]==Indirect)

Format:

IndirectOperand

65:64

Src0.HorzStride

Format:

HorzStride

63:50

Dst.Operand

Exists If:

([Dst.AddrMode]==Direct)

Format:

DirectOperand

63:50

Dst.Operand

Exists If:

([Dst.AddrMode]==Indirect)

Format:

IndirectOperand

49:48

Dst.HorzStride

Format:

HorzStride

47

Srcl.lsimm

This field indicate that Source 1 operand is carrying an immediate value.

Value

Name

false [Default]

true
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46 SrcO.Isimm
This field indicate that Source 0 operand is carrying an immediate value.
Value Name
0 false [Default]
1 true
45:44 | Src0.Mod
Format: SrcMod
43:40 |(Src0.DataType
Exists If: ([SrcO.Isimm]==false)
Format: RegDataType
43:40 |[Src0.DataType
Exists If: ([SrcO.Isimm]==true)
Format: ImmDataType
39:36 |Dst.DataType
| Format: | RegDataType
35 |Dst.AddrMode
| Format: |Addl‘M0de
34 |Saturate
| Format: | Saturate
33 | AccWrCtrl
| Format: |ACCWI‘Ctrl
32 |AtomicCtrl
| Format: |At0micCtrl
31 MaskCtrl
Mask Control (formerly Write Enable Control). This field determines if the per channel write
enables are used to generate the final write enable. This field should be normally "0".
Value Name Description
0 Normal Normal. Per channel write enable used for final write enable
[Default] generation.
1 NoMask NoMask.Skips the check for PcIP[n] == ExIP before enabling a channel,
as described in the Evaluate Write Enable section.
30 |[Reserved
29 | CmptCtrl
Format: MBZ
Compaction Control Indicates whether the instruction is compacted to the 64-bit compact
instruction format. When this bit is set, the 64-bit compact instruction format is used. The EU
decodes the compact format using lookup tables internal to the hardware, but documented
for use by software tools. Only some instruction variations can be compacted, the variations
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supported by those lookup tables and the compact format. See EU Compact Instruction
Format for more information.

Value Name Description
0 NoCompaction No compaction. 128-bit native instruction supporting all
[Default] instruction options.
1 Compacted Compaction is enabled. 64-bit compact instruction supporting
only some instruction variations.

28 | Predinv
This field, together with PredCtrl, enables and controls the generation of the predication mask
for the instruction. When it is set, the predication uses the inverse of the predication bits
generated according to setting of Predicate Control. In other words, effect of Predinv happens
after PredCtrl. This field is ignored by hardware if Predicate Control is set to 0000 - there is no
redication. PMask is the final predication mask produced by the effects of both fields
Value Name Description
0 Positive Positive polarity of predication. Use the predication mask produced
[Default] by PredCtrl.
1 Negative Negative polarity of predication. If PredCtrl is nonzero, invert the
predication mask.
27:24 |PredCtrl
Format: PredCtrl
This field, together with Predinv, enables and controls the generation of the predication mask
for the instruction. It allows per-channel conditional execution of the instruction based on the
content of the selected flag register.
23  |FlagRegNum|[0]
This field specifies bit[0] of the register number for a flag register operand.
22 |FlagSubRegNum
This field specifies the sub-register number for a flag register operand. There are two sub-
registers in the flag register. Each sub-register contains 16 flag bits. The selected flag sub-
register is the source for predication if predication is enabled for the instruction. It is the
destination to store conditional flag bits if conditional modifier is enabled for the instruction.
The same flag sub-register can be both the predication source and conditional destination, if
both predication and conditional modifier are enabled.
21:19 |ChanOff
Format; ChanOff

This field provides offset information for ARF selection. The can be thought of as a starting
channel offset for the execution mask and other ARF registers implicitly accessed.
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18:16

ExecSize

| Format:

| ExecSize

This field determines the number of channels operating in parallel for this instruction. The size
cannot exceed the maximum number of channels allowed for the given data type.

15:0

Header

Format:

Header
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Source: Eulsa
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0.3 |127:96 | Reserved
Exists If: ([SrcO.Islmm]==false)
Format: MBZ
127:96 | JIP
Exists If: ([SrcO.Isimm]==true)
Format: S31
The byte-aligned jump distance if a jump is taken for the channel
95:80 |Reserved
Exists If: ([Src0.Isimm]==false)
Format: MBZ
95:64 |Reserved
Exists If: ([SrcO.Isimm]==true)
Format: MBZ
79:66 |Src0.Operand
Exists If: ([SrcO.Isimm]==false)
Format: DirectOperand
65:64 |Reserved
Exists If: ([SrcO.Isimm]==false)
Format: MBZ
63:50 |Dst.Operand
Format: DirectOperand
49:47 | Reserved
Access: RO
Format: MBZ
46 [SrcO.Isimm

This field indicate that Source 0 operand is carrying an immediate value.

Name

false

true
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45:34 | Reserved
Access: RO
Format: MBZ
33 |BranchCtrl

This field is used by goto ,if, and else instructions to control branching. See the goto instruction
description for more information about BranchCtrl.

32 | AtomicCtrl
Format: AtomicCtrl
31 | MaskCtrl
Mask Control (formerly Write Enable Control). This field determines if the per channel write
enables are used to generate the final write enable. This field should be normally "0".
Value Name Description
0 Normal Normal. Per channel write enable used for final write enable generation.
[Default]
1 NoMask NoMask.Skips the check for PcIP[n] == ExIP before enabling a channel,
as described in the Evaluate Write Enable section.
30 |[Reserved
29 |CmptCtrl
Format: MBZ
Compaction Control Indicates whether the instruction is compacted to the 64-bit compact
instruction format. When this bit is set, the 64-bit compact instruction format is used. The EU
decodes the compact format using lookup tables internal to the hardware, but documented for
use by software tools. Only some instruction variations can be compacted, the variations
supported by those lookup tables and the compact format. See EU Compact Instruction Format
for more information.
Value Name Description
0 NoCompaction No compaction. 128-bit native instruction supporting all
[Default] instruction options.
1 Compacted Compaction is enabled. 64-bit compact instruction supporting
only some instruction variations.
28 |Predinv

This field, together with PredCtrl, enables and controls the generation of the predication mask
for the instruction. When it is set, the predication uses the inverse of the predication bits
generated according to setting of Predicate Control. In other words, effect of Predinv happens
after PredCtrl. This field is ignored by hardware if Predicate Control is set to 0000 - there is no
predication. PMask is the final predication mask produced by the effects of both fields

Value Name Description
0 Positive Positive polarity of predication. Use the predication mask produced
[Default] by PredCtrl.
1 Negative Negative polarity of predication. If PredCtrl is nonzero, invert the
predication mask.
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27:24 | PredCtrl

| Format: | PredCtrl
This field, together with PredInv, enables and controls the generation of the predication mask
for the instruction. It allows per-channel conditional execution of the instruction based on the
content of the selected flag register.

23 [FlagRegNum]O0]
This field specifies bit[0] of the register number for a flag register operand.

22 |FlagSubRegNum

This field specifies the sub-register number for a flag register operand. There are two sub-
registers in the flag register. Each sub-register contains 16 flag bits. The selected flag sub-
register is the source for predication if predication is enabled for the instruction. It is the
destination to store conditional flag bits if conditional modifier is enabled for the instruction.
The same flag sub-register can be both the predication source and conditional destination, if
both predication and conditional modifier are enabled.

21:19

ChanOff

Format: ChanOff

This field provides offset information for ARF selection. The can be thought of as a starting
channel offset for the execution mask and other ARF registers implicitly accessed.

18:16

ExecSize

Format: ExecSize

This field determines the number of channels operating in parallel for this instruction. The size
cannot exceed the maximum number of channels allowed for the given data type.

15:0

Header

Format: Header
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Source: Eulsa
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0.3 |127:96 | Reserved
Exists If: ([Src0.Isimm]==false)
Format: MBZ
127:96 | JIP
Exists If: ([SrcO.Isimm]==true)
Format: S31
The byte-aligned jump distance if a jump is taken for the channel.
95:80 |Reserved
Exists If: ([SrcO.Isimm]==false)
Format: MBZ
95:64 |Reserved
Exists If: ([SrcO.Isimm]==true) AND ([Src1.Isimm]==false)
Format: MBZ
95:64 |UIP
Exists If: ([SrcO.Isimm]==true) AND ([Src1.Isimm]==true)
Format: S31
The byte aligned jump distance if a jump is taken for the instruction.
79:66 |Src0.Operand
Exists If: ([SrcO.Isimm]==false)
Format: DirectOperand
65:64 |Reserved
Exists If: ([SrcO.Isimm]==false)
Format: MBZ
63:50 |Dst.Operand
Format: DirectOperand
49:48 |Reserved
Access: RO
Format: MBZ
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47 | Srcl.Isimm
This field indicate that Source 1 operand is carrying an immediate value
Value Name
0 false
1 true
46 | SrcO.Isimm
This field indicate that Source 0 operand is carrying an immediate value
Value Name
0 false
1 true
45:34 (Reserved
Access: RO
Format: MBZ
33 [BranchCtrl
This field is used by goto, if, and else instructions to control branching. See the goto instruction
description for more information about BranchCtrl.
32 | AtomicCtrl
Format: AtomicCtrl
31 | MaskCtrl
Mask Control (formerly Write Enable Control). This field determines if the per channel write
enables are used to generate the final write enable. This field should be normally "0".
Value Name Description
0 Normal Normal. Per channel write enable used for final write enable generation.
[Default]
1 NoMask NoMask.Skips the check for PcIP[n] == ExIP before enabling a channel,
as described in the Evaluate Write Enable section.
30 |Reserved
29 [CmptCtrl
Format: MBZ

Compaction Control Indicates whether the instruction is compacted to the 64-bit compact
instruction format. When this bit is set, the 64-bit compact instruction format is used. The EU
decodes the compact format using lookup tables internal to the hardware, but documented for
use by software tools. Only some instruction variations can be compacted, the variations
supported by those lookup tables and the compact format. See EU Compact Instruction Format
for more information.

Value Name Description
0 NoCompaction No compaction. 128-bit native instruction supporting all
[Default] instruction options.
1 Compacted Compaction is enabled. 64-bit compact instruction supporting
only some instruction variations.
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28

Predinv

This field, together with PredCtrl, enables and controls the generation of the predication mask

for the instruction. When it is set, the predication uses the inverse of the predication bits

generated according to setting of Predicate Control. In other words, effect of Predinv happens

after PredCtrl. This field is ignored by hardware if Predicate Control is set to 0000 - there is no
redication. PMask is the final predication mask produced by the effects of both fields

Value Name Description
0 Positive Positive polarity of predication. Use the predication mask produced
[Default] by PredCtrl.
1 Negative Negative polarity of predication. If PredCtrl is nonzero, invert the
predication mask.

27:24

PredCtrl

Format: PredCtrl

This field, together with PredInv, enables and controls the generation of the predication mask
for the instruction. It allows per-channel conditional execution of the instruction based on the
content of the selected flag register.

23 |FlagRegNum|0]
This field specifies bit[0] of the register number for a flag register operand.
22 |FlagSubRegNum

This field specifies the sub-register number for a flag register operand. There are two sub-
registers in the flag register. Each sub-register contains 16 flag bits. The selected flag sub-
register is the source for predication if predication is enabled for the instruction. It is the
destination to store conditional flag bits if conditional modifier is enabled for the instruction.
The same flag sub-register can be both the predication source and conditional destination, if
both predication and conditional modifier are enabled.

21:19

ChanOff
Format: ChanOff

This field provides offset information for ARF selection. The can be thought of as a starting
channel offset for the execution mask and other ARF registers implicitly accessed.

18:16

ExecSize

Format: ExecSize

This field determines the number of channels operating in parallel for this instruction. The size
cannot exceed the maximum number of channels allowed for the given data type.

15:0

Header

Format: Header
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Source: Eulsa

Size (in bits): 128

Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000

DWord Bit Description
0.3 127:7 Reserved
Access: RO
Format: MBZ
6:0 Opcode

Format: EU_OPCODE
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Source: Eulsa
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0.3 |127:126|Reserved
Exists If: ([SrcO.Isimm]==false) AND ([Src1.Isimm]==false)
Format: MBZ
127:96 | Src0.ImmValue[31:0]
| Exists If: |([Src0.ls|mm]:=true) AND ([Src1.Isimm]==false)
127:96 |Src1.ImmValue[31:0]
| Exists If: |([Src0.|s|mm]:=false) AND ([Src1.Isimm]==true)
125:122 | Reserved
Exists If: ([Src0.Isimm]==false) AND ([Src1.Isimm]==false)
Format: MBZ
121:120| Src1.Mod
Exists If: ([SrcO.Isimm]==false) AND ([Src1.Isimm]==false)
Format: SrcMod
119:116 | Src1.VertStride
Exists If: ([Src0.Isimm]==false) AND ([Src1.Isimm]==false)
Format: VertStride
115:113 | Src1.Width
Exists If: ([Src0.Isimm]==false) AND ([Src1.Isimm]==false)
Format; Width
112 |Reserved
Exists If: ([Src0.Isimm]==false) AND ([Src1.Isimm]==false)
Format: MBZ
111:98 | Src1.0perand
Exists If: | ([SrcO.Isimm]==false) AND ([Src1.Isimm]==false) AND ([FuncCtrl]==INVM)
Format; |MacroOperand
111:98 | Src1.0perand
Exists If: | ([SrcO.Isimm]==false) AND ([Src1.Isimm]==false) AND ([FuncCtrl]!=INVM)
Format; |DirectOperand
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97:96 |Src1.HorzStride
Exists If: ([Src0.Isimm]==false) AND ([Src1.Isimm]==false)
Format: HorzStride

95:92 |FuncCtrl
Format: MathFC

91:88 |Src1.DataType
Exists If: ([SrcO.Isimm]==false) AND ([Src1.Isimm]==true)
Format:; ImmDataType

91:88 |Src1.DataType
Exists If: ([SrcO.Isimm]==false) AND ([Src1.Isimm]==false)
Format: RegDataType

91:64 |Reserved
Exists If: ([SrcO.Isimm]==true)
Format: MBZ

87:84 |[Src0.VertStride
Exists If: ([Src0.Isimm]==false)
Format: VertStride

83:81 |Src0.Width
Exists If: ([SrcO.Isimm]==false)
Format: Width

80 Reserved

Exists If: ([SrcO.Isimm]==false)
Format: MBZ

79:66 |[Src0.Operand
Exists If: [ ([Src0.Isimm]==false) AND (([FuncCtrl]==INVM) OR ([FuncCtrl]==RSQTM))
Format; [MacroOperand

79:66 |[Src0.Operand
Exists If: | ([SrcO.Isimm]==false) AND (([FuncCtrl]'=INVM) AND ([FuncCtrl]!=RSQTM))
Format: |DirectOperand

65:64 |Src0.HorzStride
Exists If: ([SrcO.Isimm]==false)
Format: HorzStride

63:50 |Dst.Operand
Exists If: ([FuncCtrl]'=INVM) AND ([FuncCtrl]!=RSQTM)
Format: DirectOperand
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63:50 |Dst.Operand
Exists If: ([FuncCtrl]==INVM) OR ([FuncCtrl]==RSQTM)
Format: MacroOperand
49:48 | Dst.HorzStride
Format: HorzStride
47 Src1.Isimm
This field indicate that Source 1 operand is carrying an immediate value
Value Name
0 false
1 true
46 SrcO0.Isimm
This field indicate that Source 0 operand is carrying an immediate value.
Value Name
0 false
1 true
45:44 | Src0.Mod
Exists If: ([Src0.Isimm]==false)
Format: SrcMod
45:44 |Reserved
Exists If: ([SrcO.Isimm]==true)
Format: MBZ
43:40 |Src0.DataType
Exists If: ([SrcO.Isimm]==false)
Format; RegDataType
43:40 |(Src0.DataType
Exists If: ([SrcO.Isimm]==true)
Format: ImmDataType
39:36 |Dst.DataType
Format: RegDataType
35 Reserved
Access: RO
Format: MBZ
34 Saturate
| Format: | Saturate
33 AccWrCtrl
| Format: | AccWrCtrl
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32 |AtomicCtrl
Format: | AtomicCtrl
31 MaskCtrl
Mask Control (formerly Write Enable Control). This field determines if the the per channel
write enables are used to generate the final write enable. This field should be normally "0".
Value Name Description
0 Normal Normal. Per channel write enable used for final write enable
[Default] generation.
1 NoMask NoMask.Skips the check for PcIP[n] == ExIP before enabling a channel,
as described in the Evaluate Write Enable section.
30 [Reserved
29 |CmptCtrl
Format: MBZ
Compaction Control Indicates whether the instruction is compacted to the 64-bit compact
instruction format. When this bit is set, the 64-bit compact instruction format is used. The EU
decodes the compact format using lookup tables internal to the hardware, but documented
for use by software tools. Only some instruction variations can be compacted, the variations
supported by those lookup tables and the compact format. See EU Compact Instruction
Format for more information.
Value Name Description
0 NoCompaction No compaction. 128-bit native instruction supporting all
[Default] instruction options.
1 Compacted Compaction is enabled. 64-bit compact instruction supporting
only some instruction variations.
28 |Predinv
This field, together with PredCtrl, enables and controls the generation of the predication mask
for the instruction. When it is set, the predication uses the inverse of the predication bits
generated according to setting of Predicate Control. In other words, effect of Predinv happens
after PredCtrl. This field is ignored by hardware if Predicate Control is set to 0000 - there is no
redication. PMask is the final predication mask produced by the effects of both fields
Value Name Description
0 Positive Positive polarity of predication. Use the predication mask produced
[Default] by PredCtrl.
1 Negative Negative polarity of predication. If PredCtrl is nonzero, invert the
predication mask.
27:24 |PredCtrl
Format: PredCtrl

This field, together with Predinv, enables and controls the generation of the predication mask
for the instruction. It allows per-channel conditional execution of the instruction based on the
content of the selected flag register.
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23

FlagRegNum[0]
This field specifies bit[0] of the register number for a flag register operand.

22

FlagSubRegNum

This field specifies the sub-register number for a flag register operand. There are two sub-
registers in the flag register. Each sub-register contains 16 flag bits. The selected flag sub-
register is the source for predication if predication is enabled for the instruction. It is the
destination to store conditional flag bits if conditional modifier is enabled for the instruction.
The same flag sub-register can be both the predication source and conditional destination, if
both predication and conditional modifier are enabled.

21:19

ChanOff
Format: ChanOff

This field provides offset information for ARF selection. The can be thought of as a starting
channel offset for the execution mask and other ARF registers implicitly accessed.

18:16

ExecSize
Format: ExecSize

This field determines the number of channels operating in parallel for this instruction. The size
cannot exceed the maximum number of channels allowed for the given data type.

15:0

Header
Format: Header
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Source: Eulsa
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord Bit Description
0.3 127:31 Reserved
Access: RO
Format: MBZ
30 Reserved
29:28 Reserved
Access: RO
Format: MBZ
27:26 Reserved
Format: MBZ
25:18 Reserved
Access: RO
Format: MBZ
17:16 Reserved
| Format: | MBZ
15:0 Header
| Format: | Header
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Source: Eulsa
Size (in bits): 128
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000
DWord| Bit Description
0.3 [127:124 | ExDesc[31:28]
Exists If: ([ExDesc.IsReg]==false)
Format: ExMsgDesc[31:28]
127:124 | Reserved
Exists If: ([ExDesc.IsReg]==true)
Format: MBZ
123:122 | Desc[31:30]
Exists If: ([Desc.IsReg]==false)
Format: MsgDesc[31:30]
123:113 | Reserved
Exists If: ([Desc.IsReg]==true)
Format: MBZ
121:113 | Desc[19:11]
Exists If: ([Desc.IsReg]==false)
Format: MsgDesc[19:11]
112 |Reserved
Access: RO
Format: MBZ
111:104 | Src1.RegNum
Format: DirectOperand[13:6]
103:99 |Src1.Length
Exists If: ([ExDesc.IsReg]==false)
Format: ExMsgDesc[10:6]
103:99 | Reserved
Exists If: ([ExDesc.IsReg]==true)
Format: MBZ
98 |Src1.RegFile
Format: DirectOperand[0]
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97:96 |Reserved
Exists If: ([ExDesc.IsReg]==true)
Format: MBZ
97:96 |ExDesc[27:26]
Exists If: ([ExDesc.IsReg]==false)
Format: ExMsgDesc[27:26]
95:92 |SFID
Format: SFID
91:81 |Reserved
Exists If: ([Desc.IsReg]==true)
Format: MBZ
91:81 |Desc[10:0]
Exists If: ([Desc.IsReg]==false)
Format: MsgDesc[10:0]
80 Reserved
Access: RO
Format: MBZ
79:72 |Src0.RegNum
Format: DirectOperand[13:6]
71 MsgDesc[29]
Exists If: ([Desc.IsReg]==false)
Format: MsgDesc[29:29]
71:67 |Reserved
Exists If: ([Desc.IsReg]==true)
Format: MBZ
70:67 |[Src0.Length
Exists If: ([Desc.IsReg]==false)
Format: MsgDesc[28:25]
66 | Src0.RegFile
Format: DirectOperand[0]
65:64 |Reserved
Exists If: ([ExDesc.IsReg]==true)
Format: MBZ
65:64 |ExDesc[25:24]
Exists If: ([ExDesc.IsReg]==false)
Format: ExMsgDesc[25:24]
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63:56 |Dst.RegNum

Format: | DirectOperand[13:6]
55:51 [Reserved
Exists If: ([Desc.IsReg]==true)
Format: MBZ
55:51 |Dst.Length
Exists If: ([Desc.IsReg]==false)
Format: MsgDesc[24:20]

50 |Dst.RegFile
Format: DirectOperand[0]

49 ExDesc.IsReg
This field indicates that the extended message descriptor is provided by the address register,
selected by the AddrSubRegNum[3:1].

Value Name
0 false

1 true

48 |Desc.IsReg
This field indicates that the message descriptor is provided by the address subregister a0.0.

Value Name
0 false
1 true
47:43 |Reserved
Exists If: ([ExDesc.IsReg]==true)
Format: MBZ
47:35 |ExDesc[23:11]
Exists If: ([ExDesc.IsReg]==false)
Format: ExMsgDesc[23:11]
42:40 |AddrSubRegNum([3:1]
Exists If: ([ExDesc.IsReg]==true)
Format: AddrSubRegNum|[3:1]
38:36 |Reserved
Exists If: ([ExDesc.IsReg]==true)
Format: MBZ
35 Reserved
Exists If: ([ExDesc.IsReg]==true)
Format: MBZ
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34 |EOT
This field controls the termination of the thread. For a send instruction, if this field is set, EU
will terminate the thread and also set the EOT bit in the message sideband. This field only
applies to the send instruction. It is not present for other instructions.
Value Name
0 Thread is not terminated
1 EOT
33 FusionCtrl
This field provides explicit control for EU fusion lock-step execution. When this bit is set to 1b,
the instruction is executed serially starting from the first EU to the last EU in the fused set.
Value Name
0 Normal lockstep execution
1 Serialized execution
32 |AtomicCtrl
Format: AtomicCtrl
31 MaskCtrl
Mask Control (formerly Write Enable Control). This field determines if the per channel write
enables are used to generate the final write enable. This field should be normally "0".
Value Name Description
0 Normal Normal. Per channel write enable used for final write enable
[Default] generation.
1 NoMask NoMask.Skips the check for PcIP[n] == ExIP before enabling a channel,
as described in the Evaluate Write Enable section.
30 |[Reserved
29 |CmptCtrl
Format: MBZ

Compaction Control Indicates whether the instruction is compacted to the 64-bit compact
instruction format. When this bit is set, the 64-bit compact instruction format is used. The EU
decodes the compact format using lookup tables internal to the hardware, but documented
for use by software tools. Only some instruction variations can be compacted, the variations
supported by those lookup tables and the compact format. See EU Compact Instruction
Format for more information.

Value Name Description
0 NoCompaction No compaction. 128-bit native instruction supporting all
[Default] instruction options.
1 Compacted Compaction is enabled. 64-bit compact instruction supporting
only some instruction variations.

342

Doc Ref # IHD-OS-TGL-Vol 2d-12.21



intel

EU_INSTRUCTION_SEND

28

Predinv

This field, together with PredCtrl, enables and controls the generation of the predication mask

for the instruction. When it is set, the predication uses the inverse of the predication bits

generated according to setting of Predicate Control. In other words, effect of Predinv happens

after PredCtrl. This field is ignored by hardware if Predicate Control is set to 0000 - there is no
redication. PMask is the final predication mask produced by the effects of both fields

Value Name Description
0 Positive Positive polarity of predication. Use the predication mask produced
[Default] by PredCtrl.
1 Negative Negative polarity of predication. If PredCtrl is nonzero, invert the
predication mask.

27:24

PredCtrl

Format: PredCtrl

This field, together with Predinv, enables and controls the generation of the predication mask
for the instruction. It allows per-channel conditional execution of the instruction based on the
content of the selected flag register.

23

FlagRegNum|[0]
This field specifies bit[0] of the register number for a flag register operand.

22

FlagSubRegNum

This field specifies the sub-register number for a flag register operand. There are two sub-
registers in the flag register. Each sub-register contains 16 flag bits. The selected flag sub-
register is the source for predication if predication is enabled for the instruction. It is the
destination to store conditional flag bits if conditional modifier is enabled for the instruction.
The same flag sub-register can be both the predication source and conditional destination, if
both predication and conditional modifier are enabled.

21:19

ChanOff

Format: ChanOff

This field provides offset information for ARF selection. The can be thought of as a starting
channel offset for the execution mask and other ARF registers implicitly accessed.

18:16

ExecSize

Format: ExecSize

This field determines the number of channels operating in parallel for this instruction. The size
cannot exceed the maximum number of channels allowed for the given data type.

15:0

Header

Format: Header
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Source: Eulsa
Size (in bits): 128
Default Value: 0x00000000, 0x00010000, 0x00000000, 0x00000000
DWord| Bit Description
0.3 |127:96|Reserved
Exists If: ([Src0.Islmm]==false)
Format: MBZ

127:96 | Src0.ImmValue[31:0]

| Exists If: ([SrcO.Isimm]==true)
95:92 | SyncCtrl
| Format: | SyncFC

91:88 |Reserved

| Format: | MBZ
87 |Reserved
| Format: | MBZ

86:80 |Reserved

|Format: |MBZ
79:66 |Reserved

|Format: |MBZ
65:50 |Reserved

|Format: |MBZ
49:48 | Dst.HorzStride

Value Name

01b 1 elements [Default]

Others Reserved
47 |Reserved

Format: MBZ

46 [SrcO.IsImm
This field indicate that Source 0 operand is carrying an immediate value.

Value Name
0 false
1 true
45:44 |Reserved
Format: MBZ
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43:40 [Src0.DataType
Exists If: ([SrcO.Isimm]==true)
Format: ImmbDataType
43:40 | Reserved
Exists If: ([Src0.Islmm]==false)
Format: MBZ
39:33 |Reserved
| Format: MBZ
32 |[AtomicCtrl
| Format: AtomicCtrl
31 [MaskCtrl

Mask Control (formerly Write Enable Control). This field determines if the per channel write
enables are used to generate the final write enable. This field should be normally "0".

Value Name Description
0 Normal Normal. Per channel write enable used for final write enable generation.
[Default]
1 NoMask NoMask.Skips the check for PcIP[n] == ExIP before enabling a channel,
as described in the Evaluate Write Enable section.
30 |Reserved
29 [CmptCtrl
Format: MBZ
Compaction Control Indicates whether the instruction is compacted to the 64-bit compact
instruction format. When this bit is set, the 64-bit compact instruction format is used. The EU
decodes the compact format using lookup tables internal to the hardware, but documented for
use by software tools. Only some instruction variations can be compacted, the variations
supported by those lookup tables and the compact format. See EU Compact Instruction Format
for more information.
Value Name Description
0 NoCompaction No compaction. 128-bit native instruction supporting all
[Default] instruction options.
1 Compacted Compaction is enabled. 64-bit compact instruction supporting
only some instruction variations.
28 |Predinv

This field, together with PredCtrl, enables and controls the generation of the predication mask
for the instruction. When it is set, the predication uses the inverse of the predication bits
generated according to setting of Predicate Control. In other words, effect of Predinv happens
after PredCtrl. This field is ignored by hardware if Predicate Control is set to 0000 - there is no
redication. PMask is the final predication mask produced by the effects of both fields

Value Name Description

0 Positive Positive polarity of predication. Use the predication mask produced
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[Default] by PredCtrl.

1 Negative Negative polarity of predication. If PredCtrl is nonzero, invert the
predication mask.

27:24

PredCtrl

Format: PredCtrl

This field, together with PredInv, enables and controls the generation of the predication mask
for the instruction. It allows per-channel conditional execution of the instruction based on the
content of the selected flag register.

23 |FlagRegNum]0]
This field specifies bit[0] of the register number for a flag register operand.
22 |FlagSubRegNum

This field specifies the sub-register number for a flag register operand. There are two sub-
registers in the flag register. Each sub-register contains 16 flag bits. The selected flag sub-
register is the source for predication if predication is enabled for the instruction. It is the
destination to store conditional flag bits if conditional modifier is enabled for the instruction.
The same flag sub-register can be both the predication source and conditional destination, if
both predication and conditional modifier are enabled.

21:19

ChanOff

Format: ChanOff

This field provides offset information for ARF selection. The can be thought of as a starting
channel offset for the execution mask and other ARF registers implicitly accessed.

18:16

ExecSize

Format: ExecSize

This field determines the number of channels operating in parallel for this instruction. The size
cannot exceed the maximum number of channels allowed for the given data type.

15:0

Header

Format: Header
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MDP_EVENT - Event Data Payload

Source:
Size (in bits):
Default Value:

EuSubFunctionGateway

256

0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x00000000,

0x00000000, 0x00000000

DWord Bit Description
0 31:24 Reserved
Access: RO
Format: MBZ
23:.0 Event ID
Format: u24
Indicates the ID of the event to be signalled.
1.7 223:0 Reserved
Access: RO
Format: MBZ
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ExMsgDesc
Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:12 | ExtendedFunctionControl[31:12]
Format: u20
This field is sent to the target function unit as extended function control.
11 | CPS LOD Compensation
10:6 | Extended Message Length
Format: us
This field specifies the number of 256-bit GRF registers starting from <Src1.RegNum> to be sent
out on the request message payload
Programming Notes
When <Src1> is null this field must be 0.
5:0 |Reserved
Format: MBZ
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Extended Message Descriptor Render Target

Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:25 | Reserved
Access: RO
Format: MBZ
24:21 | Reserved
Access: RO
Format: MBZ
20 |Null Render Target
Description
When this bit is set, RT write or read message is considered to be a dummy message and as if it
is directed to the NULL render target. Setting this bit in the descriptor, allows SW to not use any
entry from the Binding Table to convey NULL RT.
Programming Notes
SW must set this bit for Render Target Write just to clear the Pixel Scoreboard without
allocating an entry in the Binding Table.
For Texel Shaders, this bit must be set while sending a NULL Render Target Write Message to
communicate End of Texel Shader Thread (EOT) to the AMFSunit.
19:16 | Pixel shading phase for CPS+PS inner loop
Format: u4
The loop counter value of a PS phase within CPS+PS(+S) monolithic shader; this value is same as
value delivered to Pixel Interpolator when requesting input data for a new PS loop phase. Data
Port uses this index to match pixel XY positions delivered by bypass path from Pl hardware when
a new phase started.
Programming Notes
The SIMD width of a render target read/write message with PS phase counter must match
SIMD width of the Pixel Interpolator Pull message which returns PS phase counter.
15 |SrcO Alpha Present

Description

Setting this bit indicates that SrcO Alpha is present in the Render Target Write Message.

Programming Notes

SW must not send a header to send SrcO Alpha present, but instead, it must set this bit and

avoid sending the header for RT write messages.
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14:12

Render Target Array Index
| Format: | u3

Description

This bit-field is used to set the Render Target Index for MRT messages.

Programming Notes

SW must not send a header to send Render Target Array Index, but instead, it must set this bit-
field appropriately and avoid sending the header for RT messages.

11:10

Reserved
Access: RO
Format: MBZ

9:6

Extended Message Length

Format: u4

This field specifies the number of 256-bit GRF registers starting from <src1> to be sent out on
the request message payload. Valid value ranges from 0 to 15. Must be 0 when <src1> is null
register.

End of Thread
This field, if set, indicates that this is the final message of the thread and the threads resources
can be reclaimed.

Reserved
Access: RO
Format: MBZ

3:0

Target Function ID
This field indicates the function unit for which the message is intended.
Refer to GPU Overview document for the mapping of Shared Function IDs
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Extended Message Descriptor - Sampling Engine

Size (in bits): 32
Default Value: 0x00000000
DWord| Bit Description
0 31:12 | Bindless Surface Offset
Format: SurfaceStateOffset[25:6]

Specifies the bindless surface offset if the Binding Table Index is set to 252. Ignored otherwise.
The bindless surface offset is added to the Bindless Surface Base Address as bits 25:6 of the
byte-based address. The resulting address is the location of SURFACE_STATE for this message.

11 | CPS Message LOD Compensation Enable
Format: Enable

Specifies whether LOD Compenstation is enabled for this message. See CPS LOD
Compensation Enable in SAMPLER_STATE for more details.

Programming Notes

This field must be disabled if the response length of the message is zero.

This field must be disabled if the messages is from a 32-pixel dispatch thread.
This field must be disabled unless SIMD Mode is SIMD8* or SIMD16*.

10:0 | Execution Unit Extended Message Descriptor Definition
Format: | ExMsgDesc[10:0]
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MHC_FFTID - FFTID Message Header Control
Size (in bits): 32
Default Value: 0x00000000
DWord | Bit Description
0 31:8 | Reserved
Access: RO
Format: MBZ
7:0 |FFTID
Format: us8
Fixed function thread ID, used to free up resources by the thread on thread completion.

352 Doc Ref # IHD-OS-TGL-Vol 2d-12.21



Filter Coefficient

intel

Filter Coefficient

Size (in bits): 8
Default Value: 0x00000000
DWord Bit Description
0 7:0 Filter Coefficient

Format:

$1.6

Range : [-1 63/64, +1 63/64]
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Filter Coefficients

Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord Bit Description
0 63:56 Filter Coefficient Offset 7
| Format: | Filter_Coefficient
55:48 Filter Coefficient Offset 6
| Format: | Filter_Coefficient
47:40 Filter Coefficient Offset 5
| Format: [Filter_Coefficient
39:32 Filter Coefficient Offset 4
| Format: | Filter_Coefficient
31:24 Filter Coefficient Offset 3
| Format: | Filter_Coefficient
23:16 Filter Coefficient Offset 2
| Format: | Filter_Coefficient
15:8 Filter Coefficient Offset 1
| Format: | Filter_Coefficient
7:0 Filter Coefficient Offset 0
| Format: | Filter_Coefficient
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FrameDeltaQp

Size (in bits):
Default Value:

0x00000000, 0x00000000

DWord Bit Description
0..1 63:56 FrameDeltaQp|[7]
| Format: | S7
55:48 FrameDeltaQp[6]
| Format: | S7
47:40 FrameDeltaQp[5]
| Format: | S7
39:32 FrameDeltaQp[4]
| Format: | S7
31:24 FrameDeltaQp|3]
| Format: | S7
23:16 FrameDeltaQp|[2]
| Format: | S7
15:8 FrameDeltaQp[1]
| Format: | S7
7:0 FrameDeltaQp|[0]
| Format: | S7
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FrameDeltaQpRange
Size (in bits): 64
Default Value: 0x00000000, 0x00000000
DWord Bit Description
0..1 63:56 FrameDeltaQpRange[7]
| Format: | us
55:48 FrameDeltaQpRange[6]
| Format: | us
47:40 FrameDeltaQpRange[5]
| Format: | us
39:32 FrameDeltaQpRange[4]
| Format: | us
31:24 FrameDeltaQpRange[3]
| Format: | us
23:16 FrameDeltaQpRange[2]
| Format: | us
15:8 FrameDeltaQpRange[1]
| Format: | us
7:0 FrameDeltaQpRange[0]
| Format: | us
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Gamut_Expansion_Gamma_Correction

Source: VideoEnhancementCS
Size (in bits): 32768
Default Value: 0x00000000, 0x00000000, 0x00000000, 0x00000000, 0x01000100, 0x01000100,

0x01000100, 0x01000100, 0x02000200, 0x02000200, 0x02000200, 0x02000200,
0x03000300, 0x03000300, 0x03000300, 0x03000300, 0x04000400, 0x04000400,
0x04000400, 0x04000400, 0x05000500, 0x05000500, 0x05000500, 0x05000500,
0x06000600, 0x06000600, 0x06000600, 0x06000600, 0x07000700, 0x07000700,
0x07000700, 0x07000700, 0x08000800, 0x08000800, 0x08000800, 0x08000800,
0x09000900, 0x09000900, 0x09000900, 0x09000900, 0xOAO00A00, 0XOAO00AQO,
0xO0A000A00, 0xOAO00AOQ0, 0x0BOOOBOO, 0xOBOOOBOO, 0xOBOOOBOO, 0xOBOOOBOO
0x0C000C00, 0x0CO00CO0, 0x0CO00CO0, 0x0CO00CO0, 0x0DOOODOO, 0xODOOODOO,
0x0D000D00, 0x0D000DOO, 0xOEOOOEOO, OXOEOOOEOO, 0XOEOOOEOO, 0OXOEOOOEOO,
0xO0FOOOF00, 0xOFO00F00, 0xOFO0OF00, 0XOFOOOFO0, 0x10001000, 0x10001000,
0x10001000, 0x10001000, 0x11001100, 0x11001100, 0x11001100, 0x11001100,
0x12001200, 0x12001200, 0x12001200, 0x12001200, 0x13001300, 0x13001300,
0x13001300, 0x13001300, 0x14001400, 0x14001400, 0x14001400, 0x14001400,
0x15001500, 0x15001500, 0x15001500, 0x15001500, 0x16001600, 0x16001600,
0x16001600, 0x16001600, 0x17001700, 0x17001700, 0x17001700, 0x17001700,
0x18001800, 0x18001800, 0x18001800, 0x18001800, 0x19001900, 0x19001900,
0x19001900, 0x19001900, OxTA001AQ0, 0x1A001A00, OxTA001AO00, 0xTA001AQO,
0x1B001B00, 0x1BO01B00, 0x1B001B0O0, 0x1B001B00, 0x1C0O01CO0, 0x1CO01COO0,
0x1C001C00, 0x1C001CO0, 0x1D0O01DO0, 0x1D001DO0, 0x1D001D0O0, 0x1DO01DO0
Ox1EO01EQOQ, OxTE001EQO, Ox1EO0TEQQ, OxTEO01EQO, Ox1FO01FOO, Ox1FO01FO0, Ox1FO01FOO,
0x1FO01F00, 0x20002000, 0x20002000, 0x20002000, 0x20002000, 0x21002100,
0x21002100, 0x21002100, 0x21002100, 0x22002200, 0x22002200, 0x22002200,
0x22002200, 0x23002300, 0x23002300, 0x23002300, 0x23002300, 0x24002400,
0x24002400, 0x24002400, 0x24002400, 0x25002500, 0x25002500, 0x25002500,
0x25002500, 0x26002600, 0x26002600, 0x26002600, 0x26002600, 0x27002700,
0x27002700, 0x27002700, 0x27002700, 0x28002800, 0x28002800, 0x28002800,
0x28002800, 0x29002900, 0x29002900, 0x29002900, 0x29002900, 0x2A002A00,
0x2A002A00, 0x2A002A00, 0x2A002A00, 0x2B002B00, 0x2B002B00, 0x2B002B00
0x2B002B00, 0x2C002C00, 0x2C002C00, 0x2C002C00, 0x2C002CO0, 0x2D002DO0,
0x2D002D00, 0x2D002D00, 0x2D002D00, 0x2E002E00, 0x2E002E00, 0x2EO002E0Q
0x2E002E00, 0x2F002F00, 0x2FO02F00, 0x2F002F00, 0x2F002F00, 0x30003000
0x30003000, 0x30003000, 0x30003000, 0x31003100, 0x31003100, 0x31003100,
0x31003100, 0x32003200, 0x32003200, 0x32003200, 0x32003200, 0x33003300,
0x33003300, 0x33003300, 0x33003300, 0x34003400, 0x34003400, 0x34003400,
0x34003400, 0x35003500, 0x35003500, 0x35003500, 0x35003500, 0x36003600,
0x36003600, 0x36003600, 0x36003600, 0x37003700, 0x37003700, 0x37003700,
0x37003700, 0x38003800, 0x38003800, 0x38003800, 0x38003800, 0x39003900,
0x39003900, 0x39003900, 0x39003900, 0x3A003A00, 0x3A003A00, 0x3A003A00,
0x3A003A00, 0x3B003B00, 0x3BO03B00O, 0x3BO03B00O, 0x3BO03B0O0O, 0x3CO03CO0
0x3C003C00, 0x3C003C00, 0x3C003C00, 0x3D003D0O0, 0x3D003D00, 0x3D003DOO0,
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0x3D003D00, 0x3EO03E00, 0x3EO03E00, Ox3EOO3E0O, 0x3EO03EQ0, 0x3FO03FO0
0x3F003F00, 0x3FO03F00, 0x3FO03F00, 0x40004000, 0x40004000, 0x40004000
0x40004000, 0x41004100, 0x41004100, 0x41004100, 0x41004100, 0x42004200,
0x42004200, 0x42004200, 0x42004200, 0x43004300, 0x43004300, 0x43004300,
0x43004300, 0x44004400, 0x44004400, 0x44004400, 0x44004400, 0x45004500,
0x45004500, 0x45004500, 0x45004500, 0x46004600, 0x46004600, 0x46004600,
0x46004600, 0x47004700, 0x47004700, 0x47004700, 0x47004700, 0x48004800,
0x48004800, 0x48004800, 0x48004800, 0x49004900, 0x49004900, 0x49004900,
0x49004900, 0x4A004A00, 0x4A004A00, 0x4A004A00, 0x4A004A00, 0x4B004B00
0x4B004B00, 0x4B004B00, 0x4B004B00, 0x4C004C00, 0x4C004C00, 0x4C004C00,
0x4C004C00, 0x4D004D00, 0x4D004D00, 0x4D004D00, 0x4D004D00, 0x4EO04EQQ,
0x4E004E00, Ox4E004EQ00, 0x4E004EQ0, 0x4F004F00, Ox4FO04F00, 0x4F004F00, 0x4F004F00,
0x50005000, 0x50005000, 0x50005000, 0x50005000, 0x51005100, 0x51005100,
0x51005100, 0x51005100, 0x52005200, 0x52005200, 0x52005200, 0x52005200,
0x53005300, 0x53005300, 0x53005300, 0x53005300, 0x54005400, 0x54005400,
0x54005400, 0x54005400, 0x55005500, 0x55005500, 0x55005500, 0x55005500,
0x56005600, 0x56005600, 0x56005600, 0x56005600, 0x57005700, 0x57005700,
0x57005700, 0x57005700, 0x58005800, 0x58005800, 0x58005800, 0x58005800,
0x59005900, 0x59005900, 0x59005900, 0x59005900, 0x5A005A00, 0x5A005A00,
0x5A005A00, 0x5A005A00, 0x5B005B00, 0x5B005B00, 0x5B005B00, 0x5B005B00
0x5C005C00, 0x5C005C00, 0x5C005C00, 0x5C005C00, 0x5D005D00, 0x5D005D00,
0x5D005D00, 0x5D005D00, 0x5E005E00, 0Ox5EO005E00, 0x5E005EQ00, 0Ox5EO05E0O,
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