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Arbiter Control Register

GARBCNTLREG - Arbiter Control Register

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x29124100

Size (in bits): 32

Address: 0B004h

DWord | Bit Description

0 31 [Reserved

30 |Disables hashing function

Access: R/W

Disables hashing function to generate bank_id[1:0] for L3$ bank accessing, and forces the use of
address[7:6] for bank_id[1:0].

0: (default) Hash function enabled to generate L3$ bank IDs.

1: L3$ address[7:6] used as L3$ bank IDs.

Incf_csr_I13bankidhashdis.

(This bit needs to set corresponding bit Ipfcon_csr_I3bankidhashdis in LPFC.)

29:28 | Arbitration priority order between RCC and MSC

Default Value: 10b

Access: R/W

Arbitration priority order between RCC and MSC.

00b/11b: Invalid; default setting used.

10b: Default setting; RCC MSC (i.e., MSC has higher priority).
01b: RCC MSC (i.e., RCC has higher priority).
Incf_csr_rcc_msc_pri[1:0].

27:22 | Arbitration priority order between RCZ, STC, and HIZ

Default Value: 100100b

Access: R/W

Arbitration priority order between RCZ, STC, and HIZ.
100100b: Default setting; RCZ STC HIZ.

(i.e., RCZ has lowest priority; HIZ has highest priority).
100001b: RCZ ; HIZ ; STC.

011000b: STC ; RCZ ; HIZ

010010b: STC ; HIZ ; RCZ.

001001b: HIZ ; RCZ ; STC.

000110b: HIZ ; STC ; RCZ.

Note: Others settings are invalid, and result in use of default.
Incf_csr_rcz_stc_hiz_pri[5:0].

Doc Ref # IHD-OS-BXT-Vol 2b-05.17



Qn_til

Command Reference: Registers

GARBCNTLREG - Arbiter Control Register

21:19

Write data port arbitration priority between Z client writes and L3$ evictions

Default Value: 010b

Access: R/W

Z Max Write Request Limit Count (GFXC_MRLC).

This is the MAX number of Allowed Requests Count - These counters keep track of the accepted
requests from each engine. Requests are counted, regardless of kind of cycle (both Slice 0 and 1).
Minimum count value must be = 1.

Incf_csr_wdpagapz[2:0].

18:16

Write data port arbitration priority between C client writes and Z/L3$ writes/evictions

Default Value: 010b

Access: R/W

C Max Request Limit Count (GFXZ_MRLC).

This is the MAX number of Allowed Requests Count - These counters keep track of the accepted
requests from each engine. Requests are counted, regardless of kind of cycle (both Slice 0 and 1).
Minimum count value must be = 1.

Incf_csr_wdpagapc[2:0].

15

Reserved

Access: RO

14:12

L3 Max Write Request Limit Count

Default Value: 100b

Access: R/W

L3 Max Write Request Limit Count (GFXL3_MRLC).

This is the MAX number of Allowed Requests Count - These counters keep track of the accepted
requests from each engine. Requests are counted, regardless of kind of cycle (Miss/Hit/Present).
Minimum count value must be = 1.

Incf_csr_wdpagapl3[2:0].

11:9

Reserved

Access: RO

GAPs_fixarb_en

Default Value: 1b

Access: R/W

Incf_csr_gaps_fixarb_en.

Reserved1

| Access: | RO

6:0

Reserved

| Access: | RO
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ASL Storage

ASLS_0_2_0_PCI - ASL Storage

Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32

Address: 000FCh

This is a software scratch register. The exact bit register usage must be worked out in common between System

BIOS and driver software.
For each device, the ASL control method requires two bits for DOD (BIOS detectable yes or no, VGA/NonVGA),
one bit for DGS (enable/disable requested), and two bits for DCS (enabled now/disabled now, connected or not).

DWord Bit Description
0 31:0 |Device Switching Storage
Default Value: 00000000000000000000000000000000b
Access: R/W
Software controlled usage to support device switching.
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ATS Capability
ATS_CAP_0_2_0_PCI - ATS Capability
Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x00000020
Size (in bits): 16
Address: 00204h
ATS Capability reports support for Device-TLBs on Device-2, compliant to PCl Express ATS specification.
DWord | Bit Description
0 15:6 | RESERVED
Access: RO
Reserved
Value Name
000b [Default]
5 |Page Aligned Request
Default Value: 1b
Access: RO

Hardwired to 1, the Untranslated Address is always aligned to a 4096 byte boundary. Processor
Graphics reports value of 1b indicating all VT-d and SVM translations are page-aligned.

4.0

Invalidate Queue Depth
Default Value: 00000b
Access: RO

The number of Invalidate Requests that the endpoint can accept before putting back pressure on
the upstream connection. Hardwired to Oh, the function can accept 32 Invalidate Requests.
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ATS Control

ATS CTRL 0 2 0 PCI - ATS Control

Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 16
Address: 00206h
DWord | Bit Description
0 15 | ATS Enable

Default Value: Ob

Access: R/W

When Set, the function is enabled to cache translations. Processor graphics ignores this field, as

GT uses GTLB as IOTLB and only pretends to software that it has a Device-TLB. Software is

expected to Set this field before configuring extended context-entry for Device2 with Page

Request Enable field Set. For compatibility, this field is implemented as RW as software can read it

to determine ATS enable status.

14:5 | RESERVED

Default Value: 000b

Access: RO

Reserved

4:0 [Smallest Translation Unit

Default Value: 00000b

Access: R/W

This value indicates to the Endpoint the minimum number of 4096-byte blocks that is indicated in

a Translation Completion or Invalidate Request. This is a power of 2 multiple and the number of

blocks is 2ASTU. A value of 0 indicates one block and value 1F indicates 2231 blocks.

For IGD this must be programmed to Oh for 4KB as smallest translation unit.
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Qn_til

ATS Extended Capability Header
ATS_EXTCAP_0_2_0_PCI - ATS Extended Capability Header

Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x3001000F
Size (in bits): 32
Address: 00200h
ATS Capability reports support for Device-TLBs on Device-2, compliant to PCl Express ats specification.
DWord| Bit Description
0 31:20 | Next Capability Offset
Default Value: 001100000000b
Access: RO

This is a hardwired pointer to the next item in the capabilities list. Value 300h in this field
provides the offset for Page-Request Capability.

19:16 [ Version
Default Value:

0001b
RO

Access:
Hardwired to capability version 1.

15:0 | Capability ID
Default Value: 0000000000001111b
Access: RO

Hardwired to the ATS Extended Capability ID
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Base Data of Stolen Memory

BDSM_0_0_0_PCI - Base Data of Stolen Memory

Register Space: PCl: 0/0/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32

Address: 000BOh

This register contains the base address of graphics data stolen DRAM memory.

DWord| Bit Description
0 31:20 | Graphics Base of Stolen Memory
Default Value: 000000000000b
Access: R/W Lock

This register contains bits 31 to 20 of the base address of stolen DRAM memory. BIOS
determines the base of graphics stolen memory by subtracting the graphics stolen memory size
(PCI device 0 offset 50 bits 15:8) from TOLUD (PCI Device 0 offset BC bits 31:20).

19:1

RESERVED

Default Value: 000b

Access: RO

Reserved

Lock

Default Value: Ob

Access: R/W Key Lock

This bit will lock all writeable settings in this register, including itself.
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Base of GTT Stolen Memory

Command Reference: Registers

BGSM_0_0_0_PCI - Base of GTT Stolen Memory

Register Space: PCl: 0/0/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32
Address: 000B4h
This register contains the base address of stolen DRAM memory for the GTT.
DWord| Bit Description
0 31:20 | Graphics Base of GTT Stolen Memory

Default Value: 000000000000b

Access: R/W Lock

This register contains the base address of stolen DRAM memory for the GTT. BIOS determines

the base of GTT stolen memory by subtracting the GTT graphics stolen memory size (PCl Device

0 offset 50 bits 7:6) from the Graphics Base of Data Stolen Memory (PCI Device 0 offset BO bits

31:20).

19:1 | RESERVED

Default Value: 000b

Access: RO

Reserved

0 |Lock

Default Value: Ob

Access: R/W Key Lock

This bit will lock all writeable settings in this register, including itself.
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Batch Buffer Per Context Pointer

BB PER _CTX PTR - Batch Buffer Per Context Pointer

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W

Size (in bits): 32

Trusted Type: 1

This register is used to program the batch buffer address to be executed between context restore and execution
of ring/execution list if enabled. This will only get executed due to regular context save/restore and not during
power restore. This register is part of the execution list context and will be executed per context. Only supported
if execution list is enabled. There is no preempting workloads within the Per Context Batch Buffer.

Programming Notes Source
BlitterCS/VideoCS/VideoCS2/VideoEnhancementCS: This register functionality is | BlitterCS, VideoCS,
not supported and must not be programmed for these command streamers. VideoCS2,

VideoEnhancementCS
Render CS: Per Context Batch Buffer execution must not look at the RenderCS
MI_RS_CONTROL or Wait For Event status that are restored for the corresponding
context.

Ex: A context with MI_RS_CONTROL status with RS disabled doesn't stop Render
CS from triggering Resource Streamer to execute Per Context Batch Buffer when
“RS Enabled Batch Buffer Per Context" is set.

RenderCS: The following commands are not supported within a Per Context Batch [RenderCS
Buffer:

Command Name

MI_WAIT_FOR_EVENT
MI_ARB_CHECK
MI_RS_CONTROL
MI_REPORT_HEAD
MI_URB_ATOMIC_ALLOC
MI_SUSPEND_FLUSH
MI_TOPOLOGY_FILTER
MI_RS_CONTEXT
MI_SET_CONTEXT
MI_URB_CLEAR

MI_SEMAPHORE_WAIT (Memory Poll Mode).Note: MI_SEMAPHORE_WAIT in
register poll mode is supported.

MI_SEMAPHORE_SIGNAL
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(lntel 9

BB PER _CTX PTR - Batch Buffer Per Context Pointer

MI_BATCH_BUFFER_START
MI_CONDITIONAL_BATCH_BUFFER_END
MEDIA_OBJECT_WALKER
GPGPU_WALKER

3DPRIMITIVE
3DSTATE_BINDING_TABLE_POINTERS_VS
3DSTATE_BINDING_TABLE_POINTERS_HS
3DSTATE_BINDING_TABLE_POINTERS_DS
3DSTATE_BINDING_TABLE_POINTERS_GS
3DSTATE_BINDING_TABLE_POINTERS_PS
3DSTATE_GATHER_CONSTANT_VS
3DSTATE_GATHER_CONSTANT_GS
3DSTATE_GATHER_CONSTANT_HS
3DSTATE_GATHER_CONSTANT_DS
3DSTATE_GATHER_CONSTANT_PS
3DSTATE_DX9_CONSTANTF_VS
3DSTATE_DX9_CONSTANTF_HS
3DSTATE_DX9_CONSTANTF_DS
3DSTATE_DX9_CONSTANTF_GS
3DSTATE_DX9_CONSTANTF_PS
3DSTATE_DX9_CONSTANTI_VS
3DSTATE_DX9_CONSTANTI_HS
3DSTATE_DX9_CONSTANTI_DS
3DSTATE_DX9_CONSTANTI_GS
3DSTATE_DX9_CONSTANTI_PS
3DSTATE_DX9_CONSTANTB_VS
3DSTATE_DX9_CONSTANTB_HS
3DSTATE_DX9_CONSTANTB_DS
3DSTATE_DX9_CONSTANTB_GS
3DSTATE_DX9_CONSTANTB_PS
3DSTATE_DX9_LOCAL_VALID_VS
3DSTATE_DX9_LOCAL_VALID_DS
3DSTATE_DX9_LOCAL_VALID_HS
3DSTATE_DX9_LOCAL_VALID_GS
3DSTATE_DX9_LOCAL_VALID_PS
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BB PER _CTX PTR - Batch Buffer Per Context Pointer

3DSTATE_DX9_GENERATE_ACTIVE_VS
3DSTATE_DX9_GENERATE_ACTIVE_HS
3DSTATE_DX9_GENERATE_ACTIVE_DS
3DSTATE_DX9_GENERATE_ACTIVE_GS
3DSTATE_DX9_GENERATE_ACTIVE_PS
3DSTATE_BINDING_TABLE_EDIT_VS
3DSTATE_BINDING_TABLE_EDIT_GS
3DSTATE_BINDING_TABLE_EDIT_HS
3DSTATE_BINDING_TABLE_EDIT_DS
3DSTATE_BINDING_TABLE_EDIT_PS
3DSTATE_CONSTANT_VS
3DSTATE_CONSTANT_GS
3DSTATE_CONSTANT_PS
3DSTATE_CONSTANT_HS
3DSTATE_CONSTANT_DS
PIPECONTROL

Workaround

Source

Workaround: [Render CS Only][Execlist Mode of Scheduling] SW must ensure arbitration is switched
off while context restore is in progress for any given context. This is achieved by disabling
arbitration by programming MI_ARB_ON_OFF to "Arbitration Disable" in RCS_INDIRECT_CTX buffer
and by enabling back the arbitration by programming MI_ARB_ON_OFF to "Arbitration Enable" as
the last command prior to MI_BATCH_END in the BB_PER_CTX_PTR buffer of every context
submitted. Note that RCS_INDIRECT_CTX_OFFSET could be set to default value or any other
legitimate value as per the programming notes of the register definition. Arbitration disable by
programming MI_ARB_ON_OFF (Arbitration Disabled) in RCS_INDIRECT_CTX buffer. Arbitration
enabled by programming MI_ARB_ON_OFF (Arbitration Enabled) as the last command prior to
MI_BATCH_BUFFER_END in BB_PER_CTX_PTR buffer. Additional Note: This WA need not be applied
when it is guaranteed for no preemption to occur during execution of GPGPU workload. Preemption
of GPGPU workload can be avoided by Bracketing the GPGPU workload with MI_ARB_ON_OFF
(Arbitration Disable) and MI_ARB_ON_OFF (Arbitration Enable) command. MI_ARB_ON_OFF is a
privileged command and can only be programmed in ring buffer or in privileged batch buffer (batch
buffer in GGTT memory). Pending execlist submitted must not trigger preemption of the ongoing
GPGPU workload due to following reasons First context of the pending execlist submitted is not the
same as the ongoing GPGPU context. Force restore bit set for the submitted pending execlist.

Workaround:On BXT “RS enabled Batch Buffer Per Context” can be programmed with
MI_SEMAPHORE_WAIT command in register poll mode. Resource streamer stops executing the “RS
enabled Batch Buffer Per Context” on encountering MI_SEMAPHORE_WAIT command. SW must
ensure all the commands meant to be executed by Resource Streamer from “RS enabled Batch
Buffer Per Context” must be programmed prior to programming the MI_SEMAPHORE_WAIT

RenderCS
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BB PER _CTX PTR - Batch Buffer Per Context Pointer

|command.

DWord

Bit

Description

0

31:12

Batch Buffer Per Context Address

| Format: | U20

Pointer to the Context in memory to be executed as a batch.

11:3

Reserved

| Format: | MBZ

Reserved

RS Enabled Batch Buffer Per Context

| Format: | U1

If set, the command stream will enable the RS to parse commands.

Programming Notes

This must be set when programming the resource streamer pool commands
(3DSTATE_BINDING_TABLE_POOL_ALLOC, 3DSTATE_GATHER_POOL_ALLOC, and
3DSTATE_DX9_CONSTANT_BUFFER_POOL_ALLOC) in order for the pool alloc fields to be valid
in both the render engine and resource streamer.

Batch Buffer Per Context Valid

Format: U1

If set, the command stream will execute the context from the Batch Buffer Per Context
Address prior to the execution of actual submitted workloads.

12

Doc Ref # IHD-OS-BXT-Vol 2b-05.17




Command Reference: Registers

BLC_PWM _CTL
BLC_PWM _CTL
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: C8250h-C8253h
Name: Backlight 1 PWM Control
ShortName: BLC_PWM_CTL_1
Power: PGO
Reset: soft
Address: C8350h-C8353h
Name: Backlight 2 PWM Control
ShortName: BLC_PWM_CTL_2
Power: PGO
Reset: soft
DWord | Bit Description
0 31 |PWM Enable

This bit enables the PWM.

A disabled PWM will drive 0, which can be inverted to 1 with the polarity control.

Value Name
Ob Disable
1b Enable
30 |Reserved
Format: MBZ
29 |PWM Polarity

This field controls the polarity of the PWM signal.

Value Name
Ob Active High
1b Active Low
28:0 | Reserved
Format: MBZ
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BLC_PWM_DUTY

BLC_ PWM_DUTY

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: C8258h-C825Bh
Name: Backlight 1 PWM Duty Cycle
ShortName: BLC_PWM_DUTY_1
Power: PGO
Reset: soft
Address: C8358h-C835Bh
Name: Backlight 2 PWM Duty Cycle
ShortName: BLC_PWM_DUTY_2
Power: PGO
Reset: soft
DWord | Bit Description
0 31:0 | Duty Cycle
This field controls the active portion of the backlight PWM duty cycle.
The value should be programmed to (BLC_PWM_FREQ Frequency * desired duty cycle percentage
/ 100).
A value of zero will give a 0% active duty cycle. A value equal to BLC_PWM_FREQ Frequency will
give a 100% active duty cycle.
When written, the new value will take affect at the end of the current PWM cycle.
Restriction
Restriction: This should never be larger than BLC_PWM_FREQ Frequency.
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BLC_PWM_FREQ

BLC_PWM_FREQ

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Access: R/W

Size (in bits): 32

Address: C8254h-C8257h

Name: Backlight 1 PWM Frequency

ShortName: BLC_PWM_FREQ_1

Power: PGO

Reset: soft

Address: C8354h-C8357h

Name: Backlight 2 PWM Frequency

ShortName: BLC_PWM_FREQ 2

Power: PGO

Reset: soft

DWord | Bit Description
0 31:0 | Frequency

This field controls the backlight PWM frequency. The value should be programmed to (PWM

clock frequency / desired PWM frequency). The Backlight page gives the PWM clock frequency.
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Blitter MOCS Register0

BLT_MOCS_0 - Blitter MOCS RegisterQ

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000030
Size (in bits): 32
Address: 0CC00h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_0 - Blitter MOCS RegisterQ

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Blitter MOCS Register1

BLT_MOCS_1 - Blitter MOCS Register1

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000034
Size (in bits): 32
Address: 0CC04h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_1 - Blitter MOCS Register1

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Blitter MOCS Register2

BLT_MOCS_2 - Blitter MOCS Register2

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000038
Size (in bits): 32
Address: 0CC08h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_2 - Blitter MOCS Register2

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

Blitter MOCS Register3

BLT_MOCS_3 - Blitter MOCS Register3

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000031
Size (in bits): 32
Address: 0CCOCh
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_3 - Blitter MOCS Register3

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 01b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

Blitter MOCS Register4

BLT_MOCS_4 - Blitter MOCS Register4

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0CC10h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
24 Doc Ref # IHD-OS-BXT-Vol 2b-05.17




Command Reference: Registers

BLT_MOCS _4 - Blitter MOCS Register4

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

Blitter MOCS Register5

BLT_MOCS_5 - Blitter MOCS Register5

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0CC14h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS _5 - Blitter MOCS Register5

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

Blitter MOCS Register6

BLT_MOCS_6 - Blitter MOCS Register6

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0CC18h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_6 - Blitter MOCS Register6

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

Blitter MOCS Register7

LT_MOCS_7 - Blitter MOCS Register7

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0CC1Ch
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

LT_MOCS_7 - Blitter MOCS Register7

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

Blitter MOCS Register8

BLT_MOCS_8 - Blitter MOCS Register8

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0CC20h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_8 - Blitter MOCS Register8

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

Blitter MOCS Register9

BLT_MOCS_9 - Blitter MOCS Register9

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0CC24h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_9 - Blitter MOCS Register9

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Blitter MOCS Register10

Command Reference: Registers

BLT_MOCS_10 - Blitter MOCS Register10

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0CC28h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_10 - Blitter MOCS Register10

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_11 - Blitter MOCS Register11

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0CC2Ch
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume |IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_11 - Blitter MOCS Register11

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_12 - Blitter MOCS Register12

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0CC30h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume |IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_12 - Blitter MOCS Register12

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_13 - Blitter MOCS Register13

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0CC34h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_13 - Blitter MOCS Register13

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_14 - Blitter MOCS Register14

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0CC38h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_14 - Blitter MOCS Register14

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_15 - Blitter MOCS Register15

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0CC3Ch
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_15 - Blitter MOCS Register15

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_16 - Blitter MOCS Register16

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000030
Size (in bits): 32
Address: 0CC40h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_16 - Blitter MOCS Register16

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_17 - Blitter MOCS Register17

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000034
Size (in bits): 32
Address: 0CC44h
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_17 - Blitter MOCS Register17

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)

Doc Ref # IHD-OS-BXT-Vol 2b-05.17 51




Qn_til

Blitter MOCS Register18

Command Reference: Registers

BLT_MOCS_18 - Blitter MOCS Register18

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000038
Size (in bits): 32
Address: 0CC48h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_18 - Blitter MOCS Register18

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_19 - Blitter MOCS Register19

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000031
Size (in bits): 32
Address: 0CC4Ch
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_19 - Blitter MOCS Register19

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 01b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_20 - Blitter MOCS Register20

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0CC50h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 | Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_20 - Blitter MOCS Register20

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if itis a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_21 - Blitter MOCS Register21

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0CC54h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 | Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_21 - Blitter MOCS Register21

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if itis a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_22 - Blitter MOCS Register22

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0CC58h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 | Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_22 - Blitter MOCS Register22

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_23 - Blitter MOCS Register23

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0CC5Ch
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_23 - Blitter MOCS Register23

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_24 - Blitter MOCS Register24

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0CC60h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_24 - Blitter MOCS Register24

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_25 - Blitter MOCS Register25

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0CC64h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_25 - Blitter MOCS Register25

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_26 - Blitter MOCS Register26

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0CC68h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_26 - Blitter MOCS Register26

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_27 - Blitter MOCS Register27

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0CC6Ch
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_27 - Blitter MOCS Register27

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_28 - Blitter MOCS Register28

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0CC70h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_28 - Blitter MOCS Register28

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_29 - Blitter MOCS Register29

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0CC74h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from IA
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_29 - Blitter MOCS Register29

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_30 - Blitter MOCS Register30

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0CC78h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from IA
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_30 - Blitter MOCS Register30

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_31 - Blitter MOCS Register31

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0CC7Ch
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from IA
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_31 - Blitter MOCS Register31

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_32 - Blitter MOCS Register32

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000030
Size (in bits): 32
Address: 0CC80h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from IA
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_32 - Blitter MOCS Register32

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_33 - Blitter MOCS Register33

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000034
Size (in bits): 32
Address: 0CC84h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from IA
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_33 - Blitter MOCS Register33

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Blitter MOCS Register34

Command Reference: Registers

BLT_MOCS_34 - Blitter MOCS Register34

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000038
Size (in bits): 32
Address: 0CC88h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_34 - Blitter MOCS Register34

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_35 - Blitter MOCS Register35

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000031
Size (in bits): 32
Address: 0CC8Ch
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from IA
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_35 - Blitter MOCS Register35

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 01b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_36 - Blitter MOCS Register36

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0CC90h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_36 - Blitter MOCS Register36

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_37 - Blitter MOCS Register37

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0CC9%h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_37 - Blitter MOCS Register37

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_38 - Blitter MOCS Register38

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0CC98h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_38 - Blitter MOCS Register38

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_39 - Blitter MOCS Register39

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0CC9Ch
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_39 - Blitter MOCS Register39

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_40 - Blitter MOCS Register40

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0CCAOh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_40 - Blitter MOCS Register40

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_41 - Blitter MOCS Register41

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0CCA4h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_41 - Blitter MOCS Register41

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_42 - Blitter MOCS Register42

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0CCA8h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_42 - Blitter MOCS Register42

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_43 - Blitter MOCS Register43

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0CCACh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_43 - Blitter MOCS Register43

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_44 - Blitter MOCS Register44

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0CCBOh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_44 - Blitter MOCS Register44

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_45 - Blitter MOCS Register45

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0CCB4h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_45 - Blitter MOCS Register45

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_46 - Blitter MOCS Register46

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0CCB8h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_46 - Blitter MOCS Register46

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_47 - Blitter MOCS Register47

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0CCBCh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_47 - Blitter MOCS Register47

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_48 - Blitter MOCS Register48

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000030
Size (in bits): 32
Address: 0CCCOh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_48 - Blitter MOCS Register48

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_49 - Blitter MOCS Register49

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000034
Size (in bits): 32
Address: 0CCC4h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_49 - Blitter MOCS Register49

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_50 - Blitter MOCS Register50

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000038
Size (in bits): 32
Address: 0CCC8h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_50 - Blitter MOCS Register50

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_51 - Blitter MOCS Register51

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000031
Size (in bits): 32
Address: 0CCCCh
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS 51 - Blitter MOCS Register51

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 01b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_52 - Blitter MOCS Register52

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0CCDOh
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_52 - Blitter MOCS Register52

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_53 - Blitter MOCS Register53

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0CCD4h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_53 - Blitter MOCS Register53

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_54 - Blitter MOCS Register54

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0CCD8h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_54 - Blitter MOCS Register54

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_55 - Blitter MOCS Register55

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0CCDCh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_55 - Blitter MOCS Register55

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_56 - Blitter MOCS Register56

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: O0CCEOh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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Command Reference: Registers

BLT_MOCS_56 - Blitter MOCS Register56

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_57 - Blitter MOCS Register57

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0CCE4h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_57 - Blitter MOCS Register57

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_58 - Blitter MOCS Register58

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: O0CCE8h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_58 - Blitter MOCS Register58

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_59 - Blitter MOCS Register59

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0CCECh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_59 - Blitter MOCS Register59

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_60 - Blitter MOCS Register60

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0CCFOh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_60 - Blitter MOCS Register60

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_61 - Blitter MOCS Register61

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0CCF4h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_61 - Blitter MOCS Register61

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_62 - Blitter MOCS Register62

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0CCF8h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_62 - Blitter MOCS Register62

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BLT_MOCS_63 - Blitter MOCS Register63

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0CCFCh
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 | Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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BLT_MOCS_63 - Blitter MOCS Register63

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if itis a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Command Reference: Registers

BIST 0 2 0 PCI - Built In Self Test

Register Space: PCl: 0/2/0

Source: BSpec

Default Value: 0x00000000

Size (in bits): 8

Address: 0000Fh

This register is used for control and status of Built In Self Test (BIST).

DWord Bit Description
0 7 | BIST Supported
Default Value: Ob
Access: RO
BIST is not supported. This bit is hardwired to 0.
6:0 |Reserved

Default Value: 0000000b
Access: RO
Reserved
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Cache Line Size

CLS_0_2_0_PCI - Cache Line Size

Register Space: PCl: 0/2/0

Source: BSpec

Default Value: 0x00000000

Size (in bits): 8

Address: 0000Ch

DWord | Bit Description

0 7:0 | Cache Line Size Value

Default Value: 00000000b
Access: R/W

This field is implemented by PCl Express devices as a read-write field for legacy compatibility
purposes but has no effect on any PCl Express device behavior.
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Capabilities Control

Command Reference: Registers

CAPCTRLO_0_2_0_PCI - Capabilities Control

Source:

Register Space:

Default Value:
Size (in bits):

PCl: 0/2/0
BSpec
0x0000010C
16

Address:

00042h

DWord

Bit

Description

0

15:12

Reserved

Default Value: 0000000b

Access: RO

Reserved

11:8

CAPID Version

Default Value: 0001b

Access: RO

This field is hardwired to the value 1h to identify the first revision of the CAPID register
definition.

7:0

CAPID Length
Default Value: 00001100b

Access: RO
This field is hardwired to the value OCh to indicate the structure length (12 bytes).
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Capabilities Pointer

CAPPOINT_0_2_0_PCI - Capabilities Pointer

Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x00000040
Size (in bits): 8
Address: 00034h
This register points to a linked list of capabilities implemented by this device.
DWord | Bit Description
0 7:0 | Capabilities Pointer Value
Default Value: 01000000b

Access: RO
This field contains an offset into the function's PCI Configuration Space for the first item in the
New Capabilities Linked List, the CAPIDO register at offset 40h.
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Qn_til

Capability Identifier

CAPID0_0_2_0_PCI - Capability Identifier

Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x00007009
Size (in bits): 16
Address: 00040h
DWord | Bit Description
0 15:8 | Next Capability Pointer
Default Value: 01110000b
Access: RO
This field is hardwired to point to the next PCl Capability structure, the PCle Capabilities structure
at 70h.
7:0 | Capability Identifier
Default Value: 00001001b
Access: RO

This field is hardwired to the value 09h to identify the CAP_ID assigned by the PCI SIG for vendor
dependent capability pointers.
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CDCLK _CTL

CDCLK _CTL
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x000002A1
Access: R/W
Size (in bits): 32
Address: 46000h-46003h
Name: CD Clock Control
ShortName: CDCLK_CTL
Power: PGO
Reset: global

This register is not reset by the device 2 FLR.

Restriction

Restriction : These fields should only be changed as part of the Display Sequences for Changing CD Clock
Frequency.

DWord | Bit Description
0 31:24 | Reserved
Format: MBZ
23:22 | DE CD2X Divider Select
Access: Double Buffered
Double Buffer Update Point: Pipe off or start of vertical blank
This field selects how the DE PLL CD2X clock output is divided before driving the display CD2X
clock.

This field is double buffered to align with the pipe from DE CD2X Pipe Select. It will update at the
start of vertical blank of the selected pipe, or immediately if the selected pipe is disabled or no
pipe is selected.

Value| Name Description

00b | Divide by 1 |If DE PLL output is 1248 MHz: CD2X 1248 MHz, CD 624 MHz.

If DE PLL output is 1152 MHz: CD2X 1152 MHz, CD 576 MHz.

DE PLL CD2X output must be configured to 1152 MHz or 1248 MHz when
using this divider.

01b |Divide by |CD2X 768 MHz, CD 384 MHz
1.5 DE PLL CD2X output must be configured to 1152 MHz when using this
divider.

10b | Divide by 2 |CD2X 576 MHz, CD 288 MHz
DE PLL CD2X output must be configured to 1152 MHz when using this
divider.
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CDCLK_CTL

11b  [Divide by 4 [CD2X 288 MHz, CD 144 MHz
DE PLL CD2X output must be configured to 1152 MHz when using this
divider.

Restriction

Restriction : DE CD2X Divider Select must not be changed while more than one pipe is enabled.
When one pipe is enabled, the DE CD2X Pipe Select must be set to that pipe before changing
DE CD2X Divider Select.

21:20

DE CD2X Pipe Select
This field selects the pipe enable and vertical blank to be used for double buffering the DE CD2X
Divider Select and SSA Precharge Enable.

Value | Name Description
00b |Pipe
A
01b |Pipe B
10b | Pipe C
11b | None |Double buffer enable is tied to 1 so that writes to the DE CD2X Divider Select
and SSA Precharge Enable will take effect immediately.

19 |Reserved
18 |Reserved
17 |Reserved
Format: MBZ
16 |SSA Precharge Enable

Access: Double Buffered

Double Buffer Update Point: Pipe off or start of vertical blank

This field enables the Low Speed Small Signal Array Pre-charge.

This field is double buffered to align with the pipe from DE CD2X Pipe Select. It will update at the

start of vertical blank of the selected pipe, or immediately if the selected pipe is disabled or no
ipe is selected.

Value Name
Ob Disable
1b Enable
Restriction
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Restriction :

This field must be disabled when CD clock frequency is < 500 MHz and enabled when CD clock
frequency is >= 500 MHz.

This field must not be changed while more than one pipe is enabled. When one pipe is
enabled, the DE CD2X Pipe Select must be set to that pipe before changing DE CD2X Divider
Select.

15:11

Reserved
| Format: | MBZ

10:0

CD Frequency Decimal
| Format: | u10.1

This field selects the decimal value of the frequency for CD clock, which is used to generate
divided down clocks for some display engine timers.
This value is represented in a 10.1 format with 10 integer bits and 1 fractional bit.

Program this field to select the pre-defined value that matches the CD frequency chosen by the
DE PLL and CD2X Divider. If no value is defined, program this field with the CD frequency,
rounded to the closest 0.5, then minus one.

Value Name
00 1000 1111 Ob 144 MHz CD
010001 1111 Ob 288 MHz CD
0101111111 0b 384 MHz CD
100011 1111 Ob 576 MHz CD
100110 1111 0Ob 624 MHz CD
010101 0000 1b 337.5 MHz CD [Default]
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Class Code
CC 0 2 0 PCI - Class Code
Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x00030000
Size (in bits): 24
Address: 00009h

This register contains the device programming interface information related to the Sub-Class Code and Base
Class Code definition for the IGD. This register also contains the Base Class Code and the function sub-class in

relation to the Base Class Code.

DWord| Bit Description
0 23:16 | Base Class Code
Default Value: 00000011b
Access: RO Variant
This is an 8-bit value that indicates the base class code. When MGGCO[VAMEN] is 0 this code
has the value 03h, indicating a Display Controller. When MGGCO[VAMEN] is 1 this code has the
value 04h, indicating a Multimedia Device.
15:8 | Sub-Class Code
Default Value: 00000000b
Access: RO Variant
When MGGCO[VAMEN] is O this value will be determined based on Device 0 GGC register, GMS
and IVD fields. 00h: VGA compatible 80h: Non VGA (GMS = "00h" or IVD = "1b") When
MGGCO[VAMEN] is 1, this value is 80h, indicating other multimedia device.
7:0 |Programming Interface
Default Value: 00000000b
Access: RO

When MGGCO[VAMEN] is O this value is 00h, indicating a Display Controller.
When MGGCO[VAMEN] is 1 this value is 00h, indicating a NOP.
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Configuration Register1 for RPMunit

CONFIG1 - Configuration Register1 for RPMunit

Register Space: MMIO: 0/2/0
Default Value: 0x0000001E
Size (in bits): 32

Address: 00D04h

Lock bit LOCK applies to all RW/L fields in this register. Lock is overridden during context restore.

DWord | Bit Description
0 31 |Lock for RW/L Fields in this Register

Access: R/W Lock
0 = Bits of CONFIGO register are R/W.
1 = All bits of CONFIGO register are RO (including this lock bit).
Once written to 1, the lock is set and cannot be cleared (i.e., writing a 0 will not clear the lock).
Lock is reset on a restore after context is captured.

30:9 | Placeholder Bits BF
Access: R/W Lock
Placeholder bits for implementation or ECO loops.

8:0 [RCP L3 FREQ DETECT

Default Value: 000011110b

Access: R/W Lock

This is control signal needed from clock unit that can be set at 1 when 2X clock frequency is less

than or equal to 1GHz.
It needs to be at 0 when 2X clock frequency is >1GHz.

Without this circuit changes, the GT L3 cache will not be functional at lower frequency due to Vcc

is less than Vccmin of 0.9V for the array.
default value: low2xthresh=0x01Eh corresponding to a 1x frequency of 500Mhz.
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DC_STATE_EN
DC_STATE_EN
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 45504h-45507h
Name: Display C State Enable
ShortName: DC_STATE_EN
Power: PGO
Reset: global
DWord| Bit Description
0 31:10 | Reserved
9 |In CSR Flow
Value Name
Ob Not In CSR
1b In CSR
Restriction

Restriction :
This field is used for hardware communication. Software must not change this field.

8 |Block Outbound Traffic
Access is read/write, but hardware can also clear the value based on the PM Request.

Value Name

Ob Do Not Block

1b Block

Restriction

Restriction :
This field is used for hardware communication. Software must not change this field.

75 |Reserved
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DC_STATE_EN

4 | Mask Poke

This field masks the poke signal that would otherwise be generated by a write to the
DC_STATE_SEL register.

Value Name
Ob Unmask
1b Mask
Restriction
Restriction :
This field is used for hardware communication. Software must not change this field.

3 | DC9 Allow

This field indicates software allows Display C9. When allowed, the PCU can save the display PCl
Config context and power down display

Value Name

Ob Do not allow
1b Allow

2 |Reserved

1:0 |Dynamic DC State Enable
This field enables hardware to dynamically enter and exit Display C states.

Value Name
00b Disable
01b Enable up to DC5
10b Enable up to DC6

Restriction
Restriction : The Display CSR code must be loaded before this field is enabled.
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DDI_BUF CTL

DDI_BUF CTL
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 64000h-64003h
Name: DDI A Buffer Control
ShortName: DDI_BUF_CTL_A
Power: PG1
Reset: soft
Address: 64100h-64103h
Name: DDI B Buffer Control
ShortName: DDI_BUF_CTL_B
Power: PG1
Reset: soft
Address: 64200h-64203h
Name: DDI C Buffer Control
ShortName: DDI_BUF_CTL_C
Power: PG1
Reset: soft
Address: 64300h-64303h
Name: DDI D Buffer Control
ShortName: DDI_BUF_CTL_D
Power: PG1
Reset: soft
Address: 64400h-64403h
Name: DDI E Buffer Control
ShortName: DDI_BUF_CTL_E
Power: PG1
Reset: soft

Do not read or write the register when the associated power well is disabled.

DWord| Bit

Description

0 31

DDI Buffer Enable
This bit enables the DDI buffer.
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Value Name
Ob Disable
1b Enable
30 |Reserved

Format: MBZ

29:28 | Reserved

27:24 | DP Vswing Emp Sel

Description
This field is ignored on Broxton. Voltage swing and emphasis programming is done through
the PHY registers.
These bits are used to select the voltage swing and emphasis for DisplayPort.
This field is ignored for HDMI and DVI.
The values programmed in DDI_BUF_TRANS determine the voltage swing and emphasis for
each selection.
Value Name Description

0000b- Select O - Select |Select from buffer translations 0 through 8. Valid with all
1000b 8 DDls.
1001b Select 9 Select buffer translation 9. Valid only with DDIA and DDIE.

23:17 | Reserved
Format: MBZ

16 |Port Reversal

This field enables lane reversal within the port. Lane reversal swaps the data on the lanes as they
are output from the port.

Value Name

Ob Not reversed

1b Reversed

Programming Notes

DDI B, C, D, and F reversal always swaps the four lanes, so lane 0 is swapped with lane 3, and
lane 1 is swapped with lane 2. If DDIA Lane Capability Control selects DDIA x2, then DDI A
reversal swaps the two lanes, so lane 0 is swapped with lane 1. If DDIA Lane Capability Control
selects DDIA x4, then DDI A reversal swaps the four lanes, so lane 0 is swapped with lane 3, and
lane 1 is swapped with lane 2.

Restriction

Restriction : This field must not be changed while the DDI is enabled.
DDI E does not support reversal.
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15:8 |Reserved
| Format:

|MBz
7 | DDI Idle Status
|Access: | RO
This bit indicates when the DDI buffer is idle.
Value Name
Ob Buffer Not Idle
1b Buffer Idle

Restriction

Restriction : On BXT this status can be incorrect. Follow the fixed delay in the mode set
sequence instead of using this field.

6:5 [Reserved

Format:

MBZ

4 | DDIA Lane Capability Control

This bit selects how lanes are shared between DDI A and DDI E.
This field is only used in the DDI A instance of this register.

See the DDI A and DDI E lane mapping table in the Introduction section.
Value| Name

Ob DDIA x2

Description

Programming Notes
DDI A supports 2 lanes and DDI E supports 2 lanes

Restriction :
Not supported on Broxton.

1b DDIA x4 | DDI A supports 4 lanes and DDI E is not used

Restriction

Restriction : This field must be programmed at system boot based on board configuration and
may not be changed afterwards.

3:1 | DP Port Width Selection

Description
This bit selects the number of lanes to be enabled on the DDI link for DisplayPort.

Value Name Description
000b x1 x1 Mode
001b X2 x2 Mode
011b x4 x4 Mode
Not allowed with DDI E, some restrictions with DDI A
Others Reserved Reserved

Programming Notes
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DDI_BUF _CTL

DDI E only supports x1 and x2 when DDI_BUF_CTL_A DDIA Lane Capability Control is set to
DDIA x2, otherwise DDI E is not supported. DDI A (EDP) supports x1, x2, and x4 when
DDI_BUF_CTL_A DDIA Lane Capability Control is set to DDIA x4, otherwise DDI A only supports
x1 and x2.

Restriction

Restriction : When in DisplayPort mode the value selected here must match the value selected
in TRANS_DDI_FUNC_CTL attached to this DDI.

Restriction : This field must not be changed while the DDI is enabled.

0 |Init Display Detected

| Access: RO

Description

Strap indicating whether a display was detected on this port during initialization. It signifies the
level of the port detect pin at boot. This bit is only informative. It does not prevent this port
from being enabled in hardware. This field only indicates the DDIA detection. Detection for
other ports is read from SFUSE_STRAP.

There are no port presence straps on Broxton. Software should use alternate means to
determine port presence.

Value Name Description
Ob Not Detected Digital display not detected during initialization
1b Detected Digital display detected during initialization
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DE_PIPE_INTERRUPT

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Size (in bits): 32

Address: 44400h-4440Fh

Name: Display Engine Pipe A Interrupts
ShortName: DE_PIPE_INTERRUPT_A

Power: PGT

Reset: soft

Address: 44410h-4441Fh

Name: Display Engine Pipe B Interrupts
ShortName: DE_PIPE_INTERRUPT_B

Power: PG2

Reset: soft

Address: 44420h-4442Fh

Name: Display Engine Pipe C Interrupts
ShortName: DE_PIPE_INTERRUPT_C

Power: PG2

Reset: soft

Description

This table indicates which events are mapped to each bit of the Display Engine Pipe Interrupt registers.

The IER enabled Display Engine Pipe Interrupt IIR (sticky) bits are ORed together to generate the DE_Pipe
Interrupts Pending bit in the Master Interrupt Control register.

There is one full set of Display Engine Pipe interrupts per display pipes A/B/C.

The STEREO3D_EVENT_MASK selects between left eye and right eye reporting of vertical blank, vertical sync,
and scanline events in stereo 3D modes.

0x44400 = ISR A, 0x44410 = ISR B, 0x44420 = ISR C
0x44404 = IMR A, 0x44414 = IMR B, 0x44424 = IMR C
0x44408 = IIR A, 0x44418 = IIR B, 0x44428 = IIRC
0x4440C = IER A, 0x4441C = IER B, 0x4442C = |[ER C

DWord | Bit Description
0 31 [Underrun
The ISR is an active high pulse when there is an underrun on the transcoder attached to this
pipe.

30 |Unused Int_30
These interrupts are currently unused.
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29 |Reserved
28 |Reserved
27:20 |Unused_Int_27_20
These interrupts are currently unused.
19 |Reserved
18 |Reserved
17 | Reserved
16 | Reserved
15:13 |Unused_Int_15_13
These interrupts are currently unused.
12 | DPST_Histogram_event
The ISR is an active high pulse on the DPST Histogram event on this pipe.
11 | Cursor_GTT_Fault_Status
The ISR is an active high pulse when a GTT fault is detected for the cursor on this pipe.
10 |Plane4_GTT Fault_Status
Description
The ISR is an active high pulse when a GTT fault is detected for plane 4 on this pipe. Not all
pipes a have plane 4.
9 |Plane3_GTT Fault_Status
Description
The ISR is an active high pulse when a GTT fault is detected for plane 3 on this pipe. Not all
pipes a have plane 3.
8 Plane2_GTT_Fault_Status
The ISR is an active high pulse when a GTT fault is detected for plane 2 on this pipe.
7 |Plane1_GTT_Fault_Status
The ISR is an active high pulse when a GTT fault is detected for plane 1 on this pipe.
6 Plane4_Flip_Done
Description
The ISR is an active high pulse when the flip is done for plane 4 on this pipe. Not all pipes
have a plane 4.
5 |Plane3_Flip_Done
Description
The ISR is an active high pulse when the flip is done for plane 3 on this pipe. Not all pipes
have a plane 3.
4 Plane2_Flip_Done
The ISR is an active high pulse when the flip is done for plane 2 on this pipe.
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Plane1_Flip_Done
The ISR is an active high pulse when the flip is done for plane 1 on this pipe.

Scan_Line_Event
The ISR is an active high pulse on the scan line event of the transcoder attached to this pipe.

Restriction

Restriction : Not supported with MIPI DSI.

Vsync
The ISR is an active high level for the duration of the vertical sync of the transcoder attached
to this pipe.

Restriction

Restriction : Not supported with MIPI DSI.

Vblank
The ISR is an active high level for the duration of the vertical blank of the transcoder attached
to this pipe.
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DE PLL CTL
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000064
Access: R/W
Size (in bits): 32
Address: 6D000h-6D003h
Name: DE PLL Control
ShortName: DE_PLL_CTL
Power: PGO
Reset: global

The DE_PLL_ENABLE register controls the PLL enable.

The register is used to control the frequency of the outputs from the DE PLL.

Restriction

Restriction : The fields must not be changed while the PLL is enabled.

DWord Bit Description
0 31:25 |[Reserved
Format: MBZ
24:18 | Output Ratio
Set the output clock ratio.
Restriction

Restriction : Display software must not change this field.

17:16 |PVD Ratio
Set the post VCO divider ratio.

Value

Name

00b

01b

10b

11b

(o2 I U I \ O T (I

Restriction

Restriction : Display software must not change this field.

15:14 | Ref Ratio
Set the refclk ratio.

Value

Name

00b

Ref
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01b Ref/2

10b Ref/4

11b Ref/8
Restriction

Restriction : Display software must not change this field.

13 Force On
Force the PLL on.
Value Name
Ob No Force
1b Force On
Restriction
Restriction : Display software must not change this field.
12 Force Off
Force the PLL off.
Value Name
Ob No Force
1b Force Off
Restriction
Restriction : Display software must not change this field.
11:10 |Freq Sel C
Frequency Select for DSI C clock
Value Name Description
00b 16X Non DSI
Restriction
Restriction : Display software must not change this field.
9:8 |FreqSel A
Frequency Select for DSI A clock
Value Name Description
00b 16X Non DSI
Restriction

Restriction : Display software must not change this field.
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7:0 PLL Ratio
Value Name Description

3Ch 60 DE PLL 1152 MHz before post divider
41h 65 DE PLL 1248 MHz before post divider
21h 33 DE PLL 633.6 MHz before post divider
64h 100 [Default]

Others Reserved
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DE_PLL_ENABLE

DE_PLL ENABLE

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 46070h-46073h
Name: DE PLL Enable
ShortName: DE_PLL_ENABLE
Power: Always on
Reset: soft
DWord Bit Description
0 31 PLL Enable
This field enables or disables the DE PLL.
Value Name
Ob Disable
1b Enable
30 PLL Lock
Access: RO
This fields indicates the status of the DE PLL Lock.
Value Name
Ob Not locked or not enabled
1b Locked
29:0 |Reserved
Format: MBZ
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DE Misc Interrupt Definition

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Size (in bits): 32

Address: 44460h-4446Fh

Name: Display Engine Miscellaneous Interrupts
ShortName: DE_MISC_INTERRUPT

Power: PGO

Reset: soft

This table indicates which events are mapped to each bit of the Display Engine Miscellaneous Interrupt registers.
0x44460 = ISR

0x44464 = IMR

0x44468 = IIR

0x4446C = IER

DWord| Bit Description

0 31 |Poison
The ISR is an active high pulse on receiving the poison response to a memory transaction.

30 |ECC_Double Error
The ISR is an active high level while any of the ECC Double Error status bits are set.

29 |Invalid_GTT_page_table_entry
The ISR is an active high pulse on receiving the iMPH invalid GTT page table entry indication.

28 |[Invalid_page_table_entry_data

Description

The ISR is an active high pulse on receiving the iMPH invalid page table entry data indication.

This interrupt is not supported.

27 |GSE
The ISR is an active high pulse on the GSE system level event.

26 |Camera Interrupt Event
This interrupt is not supported.

25 |[Reserved

24 |Reserved

23 |WDO_Interrupts_Combined
The ISR is an active high level while any of the WDO_IIR bits are set.

22 |SVM Device Mode PRQ Event
The ISR is an active high pulse on receiving the iMPH SVM Device Mode PRQ event indication.
This event indicates that a GT advanced context encountered a recoverable page fault.
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1 |SVM Device Mode VTD Fault
The ISR is an active high pulse on receiving the iMPH SVM Device Mode VT-d fault indication.
This event indicates GT encountered a non-recoverable translation fault.

20 |SVM Device Mode Wait Descriptor Completion

The ISR is an active high pulse on receiving the iIMPH SVM Device Mode Wait Descriptor
Completion indication.

This event indicates that IMPH completed Invalidation Wait Descriptor.

19 |SRD_Interrupts_Combined
The ISR is an active high level while any of the SRD_IIR bits are set.

18 |[Reserved

| Format: | MBZ

17:16 | Reserved

| Format: |MBz

15 | GTC_Interrupts_Combined
The ISR is an active high level while any of the GTC_IIR bits are set.

14:9 | Reserved

| Format: | MBZ

8 |Reserved

| Format: | MBZ

74 |Reserved

| Format: | MBZ

3:1 |Reserved

| Format: | MBZ

0 [Reserved

| Format: | MBZ
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DE Port Interrupt Definition

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Size (in bits): 32

Address: 44440h-4444Fh

Name: Display Engine Port Interrupts
ShortName: DE_PORT_INTERRUPT

Power: PGO

Reset: soft

This table indicates which events are mapped to each bit of the Display Engine Port Interrupt registers.

0x44440
Ox44444
0x44448
0x4444C

= ISR
= IMR
=IIR

= [ER

DWord

Bit

Description

0

31

MIPI C
The ISR is an active high level indicating an interrupt is set in MIPIC_INTR_STAT_REG or
MIPIC_INTR_STAT _REG_1.

30

MIPI A
The ISR is an active high level indicating an interrupt is set in MIPIA_INTR_STAT_REG or
MIPIA_INTR_STAT _REG_1.

29

Reserved

28

Reserved

27

AUX Channel D
The ISR is an active high pulse on the AUX DDI D done event. This event will not occur for SRD
AUX done.

26

AUX Channel C
The ISR is an active high pulse on the AUX DDI C done event. This event will not occur for SRD
AUX done.

25

AUX Channel B
The ISR is an active high pulse on the AUX DDI B done event. This event will not occur for SRD
AUX done.

24

MIPI C TE
The ISR is an active high level indicating a TE interrupt is set in MIPIC_STATUS.

23

MIPI ATE
The ISR is an active high level indicating a TE interrupt is set in MIPIA_STATUS.

22:12

Reserved
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11:10 | Reserved

9:8 |Reserved

7:6 |Reserved

5 |DDI C Hotplug

The ISR gives the live state of the DDI HPD pin when the HPD input is enabled.
The IIR is set if a short or long pulse is detected when HPD input is enabled.
This field is unused in projects that have a PCH.

4 |DDI B Hotplug

The ISR gives the live state of the DDI HPD pin when the HPD input is enabled.
The IR is set if a short or long pulse is detected when HPD input is enabled.
This field is unused in projects that have a PCH.

3 |DDI A Hotplug

The ISR gives the live state of the DDI HPD pin when the HPD input is enabled.
The IR is set if a short or long pulse is detected when HPD input is enabled.
This field is unused in projects that have a PCH.

2 |Reserved

1 |GMbus

The ISR is an active high pulse when any of the unmasked events in GMBUS4 Interrupt Mask
register occur.

This field is only used on projects that have GMBUS integrated into the north display. Projects
that have GMBUS in the south display have the GMBUS interrupt in the south display interrupts.

0 [AUX _Channel A
The ISR is an active high pulse on the AUX DDI A done event. This event will not occur for SRD
AUX done.
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CAPIDO_A_0_0_0_PCI - Device 0 Capabilities A

Register Space: PCl: 0/0/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32
Address: 000E4h
DWord | Bit Description
0 31 |Display HD Audio Disable
Default Value: Ob
Access: R/W Key Firmware Only
Unused - Bit field not relevant for the current project
30 |PEG12 Disable
Default Value: Ob
Access: R/W Key Firmware Only
Unused - Bit field not relevant for the current project
29 |PEG11 Disable
Default Value: Ob
Access: R/W Key Firmware Only
Unused - Bit field not relevant for the current project
28 |PEG10 Disable
Default Value: Ob
Access: R/W Key Firmware Only
Unused - Bit field not relevant for the current project
27 | PCl Express Link Width Upconfig Disable
Default Value: Ob
Access: R/W Firmware Only
Unused - Bit field not relevant for the current project
26 |DMI Width
Default Value: Ob
Access: R/W Firmware Only
Unused - Bit field not relevant for the current project
25 |ECC Disable
Default Value: Ob
Access: R/W Firmware Only
Unused - Bit field not relevant for the current project
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2

4

Force DRAM ECC Enabled

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the current project

23 |VTd Disable
Default Value: Ob
Access: R/W Firmware Only
0: Enable VTd
1: Disable VTd

22 |DMI Gen 2 Disable
Default Value: Ob
Access: R/W Firmware Only
Unused - Bit field not relevant for the current project

21 | PEG Gen 2 Disable
Default Value: Ob
Access: R/W Firmware Only
Unused - Bit field not relevant for the current project

20:19 [ DDR Size

Default Value: 00b
Access: R/W Firmware Only
Unused - Bit field not relevant for the current project

18 |Bclk overclocking disable
Default Value: Ob
Access: R/W Firmware Only
Unused - Bit field not relevant for the current project

17 |Disable 1N Mode
Default Value: Ob
Access: R/W Firmware Only
Unused - Bit field not relevant for the current project

16 | Full ULT Fuse Read Disable
Default Value: Ob
Access: R/W Firmware Only
Unused - Bit field not relevant for the current project

15 | Camarillo Device Disable

Default Value:

Ob

Access:

R/W Firmware Only

0: DPTF (Camarillo) associated memory spaces are accessible.

1: DPTF (Camarillo) associated memory and 10 spaces are disabled. DEVEN_0_0_0_PClI field for
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DPTF can not be set.

14

2 DIMMS per Channel Disable

Default Value: Ob

Access: R/W Firmware Only

Unused - Bit field not relevant for the current project

13

X2APIC Enabled

Default Value: Ob

Access: R/W Firmware Only

Unused - Bit field not relevant for the current project

12

Performance Dual Channel Disable

Default Value: Ob

Access: R/W Firmware Only

Unused - Bit field not relevant for the current project

11

Internal Graphics Disable

Default Value: Ob

Access: R/W Key Firmware Only

Ob: There is a graphics engine within this CPU. Internal Graphics Device (Device 2) is enabled and
all of its memory and 1/O spaces are accessable. Configuration cycles to Device 2 will be
completed within the CPU. All non-SMM memory and 10 accesses to VGA will be handled based
on Memory and |O enables of Device 2 and 10 registers within Device 2 and VGA Enable of the
PCI to PCl bridge control (If PCI Express GFX attach is supported). A selected amount of Graphics
Memory space is pre-allocated from the main memory based on Graphics Mode Select (GMS in
the GGC Register). Graphics Memory is pre-allocated above TSEG Memory.

1b: There is no graphics engine within this CPU. Internal Graphics Device (Device 2) and all of its
memory and |/O functions are disabled. Configuration cycle targeted to Device 2 will be passed
on. All non-SMM memory and |0 accesses to VGA will be handled based on VGA Enable of the
PCl to PCl bridge control. Device 2 is disabled and hidden.

10

Reserved

9:8

Capability Device ID

74

Default Value: 00b

Access: R/W Firmware Only
Compatibility Rev ID

Default Value: 0000b

Access: R/W Firmware Only

Unused - Bit field not relevant for the current project

DDR Overclocking

Default Value: Ob
Access: R/W Firmware Only

Unused - Bit field not relevant for the current project
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CAPIDO_A_0_0_0_PCI - Device 0 Capabilities A

5
o

IA Overclocking Enabled by DSKU

Default Value: Ob

Access: R/W Firmware Only

Unused - Bit field not relevant for the current project

1 DDR Write VRef Enable

Default Value: Ob

Access: R/W Firmware Only

Unused - Bit field not relevant for the current project

0 |(DDR3L Enable

Default Value: Ob

Access: R/W Firmware Only

Unused - Bit field not relevant for the current project
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Device 0 Capabilities B

CAPID0_B_0_0_0_PCI - Device 0 Capabilities B

Register Space: PCl: 0/0/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32
Address: 000E8h
DWord Bit Description
0 31 Reserved_31
Default Value: Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

30 IA Overclocking DSKU Control Disable

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

29 IA Overclocking Enable

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

28 SMT Capability

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

27:25 |Cache Size Capability

Default Value:

000b

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

24 SVMDIS
Access: R/W Firmware Only
Value Name
0b SVM mode enabled [Default]
1b SVM mode disabled

23:21 | DDR3 Maximum Frequency Capability with 100 Memory

Access:

| R/W Firmware Only

Unused - Bit field not relevant for the

current project
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CAPIDO_B_0_0_0_PCI - Device 0 Capabilities B

20

Gen3 Disable Fuse for PCle PEG Controllers

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

19

Package Type

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

18

Additive Graphics Enabled

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

17

Additive Graphics Capable

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

16

Primary PEG Port x16 Disable

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

15:12

Reserved_15_12

Default Value:

0000b

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

11

Reserved

10:8

Reserved_10_8

Default Value:

000b

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project

Reserved

6:4

DDR3 Maximum Frequency Capability

Default Value:

000b

Access:

R/W Firmware Only

Unused - Bit field not relevant for the

current project
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CAPIDO_B_0_0_0_PCI - Device 0 Capabilities B

3 Reserved_3

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the current project

2 DDR4 DSKU Enable

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the current project

1 Dual PEG Force x1 when VGA Enabled

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the current project

0 Single PEG Force x1 when VGA Enabled

Default Value:

Ob

Access:

R/W Firmware Only

Unused - Bit field not relevant for the current project
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Device 2 Control

Command Reference: Registers

DEV2CTL_0 2 0 PCI - Device 2 Control

Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 8

Address: 00058h

This register implements a control bit to disable and hide the IOBAR register in systems that do not require
legacy IOBAR access to Gfx MMIO registers.

DWord Bit Description
0 7:1 Reserved
Default Value: 0000000b
Access: RO
Reserved
0 Reserved
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Device Capabilities

DEVICECAP_0_2_0_PCI - Device Capabilities

Source:

Register Space:

Default Value:
Size (in bits):

PCl: 0/2/0
BSpec
0x10008000
32

Address:

00074h

PCI Express Device Capabilities

DWord

Bit

Description

0

31:29

Reserved

Default Value: 000b

Access: RO

Reserved

28

Functional Level Reset Capability

Default Value: 1b
Access: RO

Hardwired to 1b to indicate the Function supports the optional Function Level Reset mechanism.

27:26

Captured Slot Power Limit Scale

Default Value: 00b

Access: RO

Not applicable for a Root Complex Integrated Endpoint with no Link or Slot. Hardwired to 00b

25:18

Captured Slot Power Limit Value
Default Value: 00000000h

Access: RO
Not applicable for a Root Complex Integrated Endpoint with no Link or Slot. Hardwired to 00h

17:16

Reserved
Default Value: 00b

Access: RO
Reserved

15

Role-Based Error Reporting

Default Value: 1b
Access: RO

Doc Ref # IHD-OS-BXT-Vol 2b-05.17 179



Qn_til

Command Reference: Registers

DEVICECAP_0_2_0_PCI - Device Capabilities

When Set, this bit indicates that the Function implements the functionality originally defined in
the Error Reporting ECN for PCl Express Base Specification, Revision 1.0a, and later incorporated
into PCl Express Base Specification, Revision 1.1.

Hardwired to 1b as this bit must be Set by all Functions conforming to the ECN, PCl Express Base
Specification, Revision 1.1, or subsequent PCl Express Base Specification revisions.

14:12 | RESERVED
Default Value: 000b
Access: RO
Reserved

11:9 |Endpoint L1 Acceptable Latency
Default Value: 000b
Access: RO

This field indicates the acceptable total latency that an Endpoint can withstand due to the
transition from the L1 state to the LO state.

This does not apply to the integrated graphics device, so it is hardwired to 000b (Maximum of 1
us).

8:6

Endpoint LOs Acceptable Latency
Default Value: 000b

Access: RO

This field indicates the acceptable total latency that an Endpoint can withstand due to the
transition from the LOs state to the LO state.

This does not apply to the integrated graphics device, so it is hardwired to 000b (Maximum of
64 ns).

Extended Tag Field Supported

Default Value: Ob
Access: RO

This bit indicates the maximum supported size of the Tag field as a Requester.
This does not apply to the integrated graphics device, so it is hardwired to Ob (5-bit Tag field
supported).

4:3

Phantom Functions Supported

Default Value: 00b
Access: RO

This field indicates the support for use of unclaimed Function Numbers to extend the number of
outstanding transactions for PCle devices.

This does not apply to the integrated graphics device, so it is hardwired to 00b to indicate no
Function Number bits are used for Phantom Functions.
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DEVICECAP_0_2_0_PCI - Device Capabilities

2:0 [Max Payload Size Supported
Default Value:

000b
RO

Access:
This field indicates the maximum payload size that the Function can support for TLPs.

Hardwired to 000b to represents 128 bytes, the minimum allowed value.
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Device Enable

Command Reference: Registers

DEVEN 0 0 0 PCI - Device Enable

Register Space:
Source:

Default Value:
Size (in bits):

PCI: 0/0/0
BSpec
0x000000BF
32

Address:

00054h

Allows for enabling/disabling of PCI devices and functions that are within the CPU package.

DWord Bit

Description

0 31:15

RESERVED

Default Value:

000b

Access:

RO

14

Chap Enable

Default Value:

Ob

Access:

R/W

Unused - Bit field not relevant for the current project

13

Device 6 Enable

Default Value:

Ob

Access:

R/W

Unused - Bit field not relevant for the current project

12:11

RESERVED

Default Value:

000b

Access:

RO

10

Device 5 Enable

Default Value:

Ob

Access:

R/W Lock

Unused - Bit field not relevant for the current project

9:8

RESERVED

Default Value:

000b

Access:

RO

Device 4 Enable

Default Value:

1b

Access:

R/W Lock

Unused - Bit field not relevant for the current project
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DEVEN 0 0 0 PCI - Device Enable

6 RESERVED

Default Value: 000b
Access: RO
5 Device 3 enable for Display HD Audio
Default Value: 1b
Access: R/W Lock
4 Internal Graphics Engine
Default Value: 1b
Access: R/W Lock

0: Bus 0 Device 2 is disabled and hidden
1: Bus 0 Device 2 is enabled and visible
This bit will be set to Ob and remain 0b if Device 2 capability is disabled.

3 PEG10 Enable
Default Value: 1b

Access: R/W Lock
Unused - Bit field not relevant for the current project

2 PEG11 Enable
Default Value: 1b
Access: R/W Lock

Unused - Bit field not relevant for the current project

1 PEG12 Enable

Default Value: 1b
Access: R/W Lock
0 Host Bridge
Default Value: 1b
Access: RO
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Qn_til

Device Identification

DID2 0 2 0 PCI - Device Identification

Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x00000A84
Size (in bits): 16
Address: 00002h
This register combined with the Vendor Identification register uniquely identifies any PCl device.
DWord Bit Description
0 15:7 | Device Identification Number MSB
Default Value: 000010101b
Access: RO Variant Firmware Only

This is the upper part of a 16 bit value assigned to the device.

6:2 |Device Identification Number STRAPS

Default Value: 00001b
Access: RO Variant

These are bits 6:2 of the 16 bit value, updated from straps.

1:0 |Device Identification Number SKU

Default Value: 00b
Access: RO Variant

This is the lower part of a 16 bit value assigned to the device.
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DFSM

DFSM
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 51000h-51003h
Name: Display Fuse
ShortName: DFSM
Power: PGO
Reset: global

This register contains fuse and strap settings for display.
This register is not reset by FLR.

DWord | Bit Description
0 31 |Internal Graphics Disable
This bit indicates whether internal graphics capability is disabled.
Value Name Description
Ob Enable Internal Graphics Enabled
1b Disable Internal Graphics Disabled
30 |Internal Display Disable
This bit indicates whether the display pipe A (first pipe) capability is disabled.
Value Name Description
Ob Enable Pipe A Capability Enabled
1b Disable Pipe A Capability Disabled
29 |Reserved
28 |Display PipeC Disable

This bit indicates whether the display pipe C (third pipe) capability is disabled.

Value Name Description
Ob Enable Pipe C Capability Enabled
1b Disable Pipe C Capability Disabled

27

Display PM Disable
This bit indicates whether the display power management FBC and DPST capabilities are

disabled.

Value Name Description
Ob Enable PM Capability Enabled
1b Disable PM Capability Disabled
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DFSM

§-
N E

6 |Display eDP Disable

Description

This bit indicates whether the display embedded DisplayPort eDP DDIA capability is disabled.

Value Name Description

Ob Enable eDP Capability Enabled

1b Disable eDP Capability Disabled

25 |Reserved

24:23 | Display CDCLK Limit
This field indicates the maximum allowed CD clock frequency.

Value Name Description

00b 675 MHz Maximum frequency is 675 MHz. All frequencies are allowed.

01b 540 MHz Maximum frequency is 540 MHz.

10b 450 MHz Maximum frequency is 450 MHz.

11b 337.5 MHz | Maximum frequency is 337.5 MHz.

Programming Notes

This field is unused on BXT. Any CD clock frequency limitation must be done in software.

Restriction

Restriction : Display software should not select any frequency higher than the maximum that is
allowed. If software incorrectly selects a higher frequency, display hardware will internally
override the selection to the lowest frequency.

22 |Display Spare

21 |Spare 21
This bit indicates whether the display pipe B (second pipe) capability is disabled.
Value Name
Ob Pipe B Capability Enabled
1b Pipe B Capability Disabled

20 |Display WD Disable
This bit indicates whether the display WD capability is disabled.

Value Name Description
Ob Enable WD Capability Enabled
1b Disable WD Capability Disabled
19 |[Spare 19
18 |[Spare 18
17 |Spare 17
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DFSM

Description

Device ID bit 1

16

Spare 16

Description

Device ID bit 0

15

Spare 15

14

Spare 14

13

Spare 13

12

Spare 12

11

Spare 11

10

Spare 10

Spare 9

Spare 8

Spare 7

Description

This field indicates whether the DSC feature is disabled.

Value

Name

Ob

DSC Capability Enabled

1b

DSC Capability Disabled

Display RSB Enable
This bit indicates whether the remote screen blanking feature is enabled in the display engine.

Value

Name

Description

Ob

Disable

RSB Capability Disabled

1b

Enable

RSB Capability Enabled

Spare 5

Spare 4

Spare 3

Spare 2

Reserved

O |l=|N|[wWw|[M~]|wu

Display Audio Codec Disable
This bit indicates whether the display audio codec capability is disabled.

Value

Name

Description

Ob Ena

ble

Audio Codec Capability Enabled

1b

Disable

Audio Codec Capability Disabled
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DISPLAY_DEADLINE_CONTROL

Command Reference: Registers

DISPLAY_DEADLINE_ CONTROL - DISPLAY_DEADLINE_CONTROL

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32
Address: 10102Ch
Deadline latency override control
DWord| Bit Description
0 31:11 | Reserved
Default Value: 0000000h
Access: R/W
Reserved
10:1 | Latency_Override_Offset
Default Value: 000h
Access: R/W
When enable, provides a fixed latency offset override for display VC1 requests.
For example, value of 0 would sent every VC1 request with the current global time value ..
effectively making every VC1 request access “urgent".
0 |Latency Override_Enable
Default Value: Ob
Access: R/W
0 (default) : Hardware determined deadlines.
1: Latency override enabled. Deadline latency offsets are no longer hardware determined.
Instead, deadline latency offsets are taken from the "latency_override_offset" bits
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DMA Protected Range

DPR_0_0_0_PCI - DMA Protected Range

Register Space: PCl: 0/0/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32
Address: 0005Ch
DMA protected range register.
DWord| Bit Description
0 31:20 | Top of DPR
Default Value: 000000000000b
Access: RO Variant Firmware Only
Top address + 1 of DPR. This is the base of TSEG. Bits 19:0 of the BASE reported here are
0x0_0000.
19:12 | RESERVED
Default Value: 000b
Access: RO
Reserved
11:4 | DPRSIZE
Default Value: 00000000b
Access: R/W Lock

This is the size of memory, in MB, that will be protected from DMA accesses. A value of 0x00 in
this field means no additional memory is protected.

The maximum amount of memory that will be protected is 255MB.

The amount of memory reported in this field will be protected from all DMA accesses, including
translated CPU accesses and graphics. The top of the protected range is the BASE of TSEG -1.
Note: If TSEG is not enabled, then the top of this range becomes the base of stolen graphics, or
ME stolen space or TOLUD, whichever would have been the location of TSEG, assuming it had
been enabled.

The DPR range works independently of any other range, including the NoDMA.TABLE protection
or the PMRC checks in VTd, and is done post any VTd translation or LT NoDMA lookup.
Therefore incomming cycles are checked against this range after the VTd translation and faulted
if they hit this protected range, even if they passed the VTd translation or were clean in the
NoDMA lookup. All the memory checks are OR'ed with respect to NOT being allowed to go to
memory. So if either PMRC, DPR, NoDMA table lookup, NoDMA.TABLE.PROTECT OR a VTd
translation disallows the cycle, then the cycle is not allowed to go to memory. Or in other words,
all of the above checks must pass before a cycle is allowed to DRAM.
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5
o

DPR_0_0_0_PCI - DMA Protected Range
RESERVED
Default Value: 000b
Access: RO
Reserved
2 |EPM
Default Value: Ob
Access: R/W Lock
This field controls DMA accesses to the DMA Protected Range (DPR) region. 0: DPR is disabled

1: DPR is enabled. All DMA requests accessing DPR region are blocked. Dev 0 HW reports the
status of DPR enable/disabled through the PRS field in this register.

1 |Protected Range Status

Default Value:

Ob

RO Variant Firmware Only

Access:
This field indicated the status of DPR. 0: DPR protection disabled. 1: DPR protection enabled.

0 |Lock

Default Value: Ob
Access: R/W Key Lock
All bits which may be updated by SW in this register are locked down when this bit is set.
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DPFC_CONTROL_SA

DPFC_CTL_SA - DPFC_CONTROL_SA

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32
Address: 100100h
This register contains control bits related to Display Frame Buffer Compression Host Invalidation in System
Agent.
DWord| Bit Description
0 31:30 | Reserved
Default Value: 00b
Access: R/W
Reserved
29 |CPUFNCEN
Default Value: Ob
Access: R/W

0: Display Buffer is not in a CPU fence. No modifications are allowed from CPU to the Display
Buffer.
1: Display Buffer exists in a CPU fence.

28:5

Reserved

Default Value: 000000h

Access: R/W

Reserved

4:0

CPUFNCNUM

Default Value: 00h

Access: R/W

This field specifies the CPU visible FENCE number corresponding to the placement of the
uncompressed frame buffer.
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DPFC_CPU_FENCE_OFFSET

Command Reference: Registers

DPFC_CFO - DPFC_CPU_FENCE_OFFSET

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Size (in bits): 32

Address: 100104h

This register contains control bits related to Display Frame Buffer Compression Host Invalidation in System

Agent.

DWord Bit Description
0 31:22 |Reserved
Default Value: 000h
Access: R/W
Reserved
21:0 YFNCDISP

Default Value: 000000h
Access: R/W

Y offset from the CPU fence to the Display Buffer base
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DSC_CRC_CTL
DSC_CRC_CTL
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B284h-6B287h
Name: DSC_CRC_CTL A
ShortName: DSC_CRC_CTL_A
Power: PGT
Reset: soft
Address: 6BA84h-6BA87h
Name: DSC_CRC_CTL C
ShortName: DSC_CRC_CTL_C
Power: PGT
Reset: soft
DWord | Bit Description
0 31 |Enable CRC

Access: R/W

Enables the CRC calculations. The CRC will give a done indication and a new result at the end of

each frame.

Value Name
Ob Disable
1b Enable
30 |CRC Done

Access: R/WC

This bit is set on the rising edge of the CRC done indication. This is a sticky bit, cleared by writing

1b to it.

Value Name
Ob Not Done
1b Done
29 |CRC Change

Access: R/WC

This bit is set if the CRC result value changes from the previous value. This is a sticky bit, cleared

by writing 1b to it.
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DSC_CRC_CTL
Value Name
Ob No Change
1b Change
28:0 | Reserved
Format: MBZ
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DSC_CRC_RES
DSC_CRC_RES
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: RO
Size (in bits): 32
Address: 6B288h-6B28Bh
Name: DSC_CRC_RES_A
ShortName: DSC_CRC_RES_A
Power: PG1
Reset: soft
Address: 6BA88h-6BA8Bh
Name: DSC_CRC_RES_C
ShortName: DSC_CRC_RES_C
Power: PG1
Reset: soft
DWord | Bit Description
0 31:0 | CRC Result Value

This field contains the CRC result at the end of a CRC frame. The CRC done bit indicates when the

result is valid.
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DSC_PICTURE_PARAMETER_SET 0O

Command Reference: Registers

DSC_PICTURE_PARAMETER_SET_O

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B200h-6B203h
Name: DSCA_PICTURE_PARAMETER_SET_0O
ShortName: DSCA_PICTURE_PARAMETER_SET_0
Power: PGT
Reset: soft
Address: 6BA00h-6BA03h
Name: DSCC_PICTURE_PARAMETER_SET_O
ShortName: DSCC_PICTURE_PARAMETER_SET_O
Power: PGT
Reset: soft
DWord| Bit Description
0 31:20 | Reserved
| Format: | MBZ
19 |vbr_enable
|Access: | R/W
Value Name Description
Ob disable “0" padding bits are stuffed at the end of a slice to ensure that the total
[Default] number of bits within the slice is equal to the slice bit budget.
1b Enable Bit stuffing is bypassed
18 |enable_422
Access: R/W
Value Name Description
Ob 444 [Default] Input uses 4:4:4 sampling
1b 422 Input uses 4:2:2 sampling
17 | convert_rgb
Access: R/W
Indicates whether DSC color space conversion is active.
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DSC_PICTURE_ PARAMETER_SET 0

Value| Name Description

Ob YCbCr Color space is YCbCr

1b convert_rgb [ Encoder converts RGB to YCoCg-R, and decoder converts YCoCg-R to RGB.

16

block_pred_enable

Access: R/W

Value Name Description
Ob disable BP is not used to code any groups within the picture
1b enable Decoder must select between BP and MMAP

15:12

linebuf_depth

Access: R/W

Contains the line buffer bit depth used to generate the bitstream. If a component'’s bit depth
(after color space conversion) is greater than this value, the line storage rounds the reconstructed
values to this number of bits.

0x8 = 8 bits
0x9 = 9 bits
OxA = 10 bits
0xB = 11 bits
0xC = 12 bits
0xD = 13 bits

All other encodings are RESERVED

11:8

bits_per_component

Access: R/W

Indicates the number of bits per component for the original pixels of the encoded picture.
0x8 = 8bpc

0xA = 10bpc

0xC = 12bpc

All other encodings are RESERVED

74

dsc_version_minor

Access: R/W

Contains the major version of DSC.
0x1 = Encoder implements DSC

3:0

dsc_version_major

Access: R/W

Contains the major version of DSC.
0x1 = Encoder implements DSC
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DSC_PICTURE_PARAMETER_SET _1

DSC_PICTURE_ PARAMETER_SET 1

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B204h-6B207h
Name: DSCA_PICTURE_PARAMETER_SET_1
ShortName: DSCA_PICTURE_PARAMETER_SET_1
Power: PG1
Reset: soft
Address: 6BA04h-6BA07h
Name: DSCC_PICTURE_PARAMETER_SET_1
ShortName: DSCC_PICTURE_PARAMETER_SET_1
Power: PG1
Reset: soft
DWord Bit Description
0 31:10 RESERVED
| Format: | MBZ
9:0 bits_per_pixel
|Access: | R/W
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DSC_PICTURE_PARAMETER_SET 2

DSC_PICTURE_ PARAMETER_SET 2

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Access: R/W

Size (in bits): 32

Address: 6B208h-6B20Bh

Name: DSCA_PICTURE_PARAMETER_SET_2
ShortName: DSCA_PICTURE_PARAMETER_SET_2
Power: PG1

Reset: soft

Address: 6BA08h-6BA0Bh

Name: DSCC_PICTURE_PARAMETER_SET_2
ShortName: DSCC_PICTURE_PARAMETER_SET_2
Power: PG1

Reset: soft

DWord Bit Description
0 31:16 pic_width
| Access: | R/W
15:0 pic_height
| Access: | R/W
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(lntel 9

DSC_PICTURE_PARAMETER_SET 3

DSC_PICTURE_ PARAMETER_SET 3

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B20Ch-6B20Fh
Name: DSCA_PICTURE_PARAMETER_SET_3
ShortName: DSCA_PICTURE_PARAMETER_SET_3
Power: PG1
Reset: soft
Address: 6BA0Ch-6BAOFh
Name: DSCC_PICTURE_PARAMETER_SET_3
ShortName: DSCC_PICTURE_PARAMETER_SET_3
Power: PG1
Reset: soft
DWord Bit Description
0 31:16 |slice_width
|Access: | R/W

This defines the width of the slice in number of pixels.

15:0 [slice_height

| Access: | R/W

This defines the height of the slice in number of pixels.
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Command Reference: Registers

DSC_PICTURE_PARAMETER_SET 4

DSC_PICTURE_PARAMETER_SET 4

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Access: R/W

Size (in bits): 32

Address: 6B210h-6B213h

Name: DSCA_PICTURE_PARAMETER_SET 4
ShortName: DSCA_PICTURE_PARAMETER_SET 4
Power: PG1

Reset: soft

Address: 6BA10h-6BA13h

Name: DSCC_PICTURE_PARAMETER_SET 4
ShortName: DSCC_PICTURE_PARAMETER_SET 4
Power: PG1

Reset: soft

DWord Bit Description
0 31:16 initial_dec_delay
| Access: | R/W
15:10 RESERVED
| Format: | MBZ
9:0 initial_xmit_delay
| Access: | R/W
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DSC_PICTURE_PARAMETER_SET 5

Command Reference: Registers

DSC_PICTURE_ PARAMETER_SET 5

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B214h-6B217h
Name: DSCA_PICTURE_PARAMETER_SET_5
ShortName: DSCA_PICTURE_PARAMETER_SET_5
Power: PG1
Reset: soft
Address: 6BA14h-6BA17h
Name: DSCC_PICTURE_PARAMETER_SET_5
ShortName: DSCC_PICTURE_PARAMETER_SET_5
Power: PG1
Reset: soft
DWord Bit Description
0 31:28 RESERVED
| Format: | MBZ
27:16 scale_decrement_interval
|Access: | R/W
15:0 scale_increment_interval
|Access: | R/W
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Command Reference: Registers

DSC_PICTURE_PARAMETER_SET_6

DSC_PICTURE_PARAMETER_SET_6

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B218h-6B21Bh
Name: DSCA_PICTURE_PARAMETER_SET 6
ShortName: DSCA_PICTURE_PARAMETER_SET 6
Power: PG1
Reset: soft
Address: 6BA18h-6BA1Bh
Name: DSCC_PICTURE_PARAMETER_SET 6
ShortName: DSCC_PICTURE_PARAMETER_SET_6
Power: PG1
Reset: soft
DWord Bit Description
0 31:29 RESERVED
| Format: | MBZ
28:24 flatness_max_qp
|Access: | R/W
23:21 RESERVED
| Format: | MBZ
20:16 flatness_min_qp
Access: | R/W
15:13 RESERVED
Format: | MBZ
12:8 first_line_bpg_offset
|Access: | R/W
7:6 RESERVED
| Format: | MBZ
5:0 initial_scale_value
|Access: | R/W
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Command Reference: Registers

DSC_PICTURE_PARAMETER_SET_ 7

DSC_PICTURE_PARAMETER_SET_ 7

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B21Ch-6B21Fh
Name: DSCA_PICTURE_PARAMETER_SET_7
ShortName: DSCA_PICTURE_PARAMETER_SET_7
Power: PG1
Reset: soft
Address: 6BA1Ch-6BATFh
Name: DSCC_PICTURE_PARAMETER_SET_7
ShortName: DSCC_PICTURE_PARAMETER_SET_7
Power: PG1
Reset: soft
DWord Bit Description
0 31:16 nfl_bpg_offset
|Access: | R/W
15:0 slice_bpg_offset
|Access: | R/W
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DSC_PICTURE_PARAMETER_SET_8

DSC_PICTURE_ PARAMETER_SET 8

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Access: R/W

Size (in bits): 32

Address: 6B220h-6B223h

Name: DSCA_PICTURE_PARAMETER_SET_8
ShortName: DSCA_PICTURE_PARAMETER_SET_8
Power: PG1

Reset: soft

Address: 6BA20h-6BA23h

Name: DSCC_PICTURE_PARAMETER_SET_8
ShortName: DSCC_PICTURE_PARAMETER_SET_8
Power: PG1

Reset: soft

DWord Bit Description
0 31:16 initial_offset
| Access: | R/W
15:0 final_offset
| Access: | R/W
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DSC_PICTURE_PARAMETER_SET 9

Command Reference: Registers

DSC_PICTURE_ PARAMETER_SET 9

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B224h-6B227h
Name: DSCA_PICTURE_PARAMETER_SET_9
ShortName: DSCA_PICTURE_PARAMETER_SET_9
Power: PG1
Reset: soft
Address: 6BA24h-6BA27h
Name: DSCC_PICTURE_PARAMETER_SET_9
ShortName: DSCC_PICTURE_PARAMETER_SET_9
Power: PG1
Reset: soft
DWord Bit Description
0 31:20 RESERVED
| Format: | MBZ
19:16 rc_edge_factor
|Access: | R/W
15:0 rc_model_Size
|Access: | R/W
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Command Reference: Registers

DSC_PICTURE_PARAMETER_SET_10

DSC_PICTURE PARAMETER_SET 10

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B228h-6B22Bh
Name: DSCA_PICTURE_PARAMETER_SET_10
ShortName: DSCA_PICTURE_PARAMETER_SET_10
Power: PG1
Reset: soft
Address: 6BA28h-6BA2Bh
Name: DSCC_PICTURE_PARAMETER_SET_10
ShortName: DSCC_PICTURE_PARAMETER_SET_10
Power: PG1
Reset: soft
DWord Bit Description
0 31:24 RESERVED
| Format: | MBZ
23:20 rc_tgt_offset_lo
|Access: | R/W
19:16 rc_tgt_offset_hi
|Access: | R/W
15:13 RESERVED
Format: | MBZ
12:8 rc_quant_incr_limit1
Access: | R/W
7:5 RESERVED
| Format: | MBZ
4:0 rc_quant_incr_limit0
|Access: | R/W
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DSC_PICTURE_PARAMETER_SET_11

Command Reference: Registers

DSC_PICTURE_ PARAMETER_SET_11

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B22Ch-6B22Fh
Name: DSCA_PICTURE_PARAMETER_SET_11
ShortName: DSCA_PICTURE_PARAMETER_SET_11
Power: PG1
Reset: soft
Address: 6BA2Ch-6BA2Fh
Name: DSCC_PICTURE_PARAMETER_SET_11
ShortName: DSCC_PICTURE_PARAMETER_SET_11
Power: PG1
Reset: soft
DWord Bit Description
0 31:0 RESERVED
Format: MBZ
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DSC_PICTURE_PARAMETER_SET_12

DSC_PICTURE_PARAMETER_SET_12

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Access: R/W

Size (in bits): 32

Address: 6B260h-6B263h

Name: DSCA_PICTURE_PARAMETER_SET_12
ShortName: DSCA_PICTURE_PARAMETER_SET_12
Power: PG1

Reset: soft

Address: 6BA60h-6BA63h

Name: DSCC_PICTURE_PARAMETER_SET_12
ShortName: DSCC_PICTURE_PARAMETER_SET_12
Power: PG1

Reset: soft

DWord

Bit

Description

31:0

RESERVED

Format:

MBZ
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DSC_PICTURE_PARAMETER_SET_13

Command Reference: Registers

DSC_PICTURE_PARAMETER_SET_13

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B264h-6B267h
Name: DSCA_PICTURE_PARAMETER_SET_13
ShortName: DSCA_PICTURE_PARAMETER_SET_13
Power: PG1
Reset: soft
Address: 6BA64h-6BA67h
Name: DSCC_PICTURE_PARAMETER_SET_13
ShortName: DSCC_PICTURE_PARAMETER_SET_13
Power: PG1
Reset: soft
DWord Bit Description
0 31:0 RESERVED
Format: MBZ
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DSC_PICTURE_PARAMETER_SET_14

DSC_PICTURE_PARAMETER_SET_14

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Access: R/W

Size (in bits): 32

Address: 6B268h-6B26Bh

Name: DSCA_PICTURE_PARAMETER_SET_14
ShortName: DSCA_PICTURE_PARAMETER_SET_14
Power: PG1

Reset: soft

Address: 6BA68h-6BA6Bh

Name: DSCC_PICTURE_PARAMETER_SET_14
ShortName: DSCC_PICTURE_PARAMETER_SET_14
Power: PG1

Reset: soft

DWord

Bit

Description

31:0

RESERVED

Format:

MBZ
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DSC_PICTURE_PARAMETER_SET_15

Command Reference: Registers

DSC_PICTURE_PARAMETER_SET_15

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B26Ch-6B26Fh
Name: DSCA_PICTURE_PARAMETER_SET_15
ShortName: DSCA_PICTURE_PARAMETER_SET_15
Power: PG1
Reset: soft
Address: 6BA6Ch-6BAGFh
Name: DSCC_PICTURE_PARAMETER_SET_15
ShortName: DSCC_PICTURE_PARAMETER_SET_15
Power: PG1
Reset: soft
DWord Bit Description
0 31:0 RESERVED
Format: MBZ
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Command Reference: Registers

DSC_PICTURE_PARAMETER_SET_16

DSC_PICTURE PARAMETER_SET 16

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 6B270h-6B273h
Name: DSCA_PICTURE_PARAMETER_SET_16
ShortName: DSCA_PICTURE_PARAMETER_SET_16
Power: PG1
Reset: soft
Address: 6BA70h-6BA73h
Name: DSCC_PICTURE_PARAMETER_SET_16
ShortName: DSCC_PICTURE_PARAMETER_SET_16
Power: PG1
Reset: soft
DWord Bit Description
0 31:20 slice_row_per_frame
|Access: | R/W
19 RESERVED
| Format: | MBZ
18:16 slice_per_line
|Access: | R/W
15:0 slice_chunk _size
Access: | R/W
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DSC_RC_BUF_THRESH_O

Command Reference: Registers

DSC_RC_BUF_THRESH_0O

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000, 0x00000000
Access: R/W
Size (in bits): 64
Address: 6B230h-6B237h
Name: DSCA_RC_BUF_THRESH_0
ShortName: DSCA_RC_BUF_THRESH_0
Power: PG1
Reset: soft
Address: 6BA30h-6BA37h
Name: DSCC_RC_BUF_THRESH_0
ShortName: DSCC_RC_BUF_THRESH_0
Power: PG1
Reset: soft
DWord Bit Description
0 31:24 rc_buf_thresh_3
|Access: | R/W
23:16 rc_buf thresh_2
|Access: | R/W
15:8 rc_buf thresh_1
|Access: | R/W
7:0 rc_buf thresh 0
Access: | R/W
1 31:24 rc_buf_thresh_7
Access: | R/W
23:16 rc_buf_thresh_6
|Access: | R/W
15:8 rc_buf_thresh_5
|Access: | R/W
7:0 rc_buf thresh 4
|Access: | R/W
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Command Reference: Registers

DSC_RC_BUF_THRESH_1

DSC_RC_BUF_THRESH_1

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000, 0x00000000
Access: R/W

Size (in bits): 64

Address: 6B238h-6B23Fh

Name: DSCA_RC_BUF_THRESH_T1
ShortName: DSCA_RC_BUF_THRESH_T1
Power: PG1

Reset: soft

Address: 6BA38h-6BA3Fh

Name: DSCC_RC_BUF_THRESH_1
ShortName: DSCC_RC_BUF_THRESH_1
Power: PG1

Reset: soft

DWord Bit Description
0 31:24 rc_buf_thresh_11
| Access: | R/W
23:16 rc_buf_thresh_10
| Access: | R/W
15:8 rc_buf thresh 9
| Access: | R/W
7:0 rc_buf thresh_8
Access: | R/W
1 31:16 RESERVED
Format: | MBZ
15:8 rc_buf_thresh_13
| Access: | R/W
7:0 rc_buf_thresh_12
| Access: | R/W
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DSC_RC_RANGE_PARAMETERS_O

Command Reference: Registers

DSC_RC_RANGE_PARAMETERS_0

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000, 0x00000000

Access: R/W

Size (in bits): 64

Address: 6B240h-6B247h

Name: DSCA_RC_RANGE_PARAMETERS_0
ShortName: DSCA_RC_RANGE_PARAMETERS_0
Power: PG1

Reset: soft

Address: 6BA40h-6BA47h

Name: DSCC_RC_RANGE_PARAMETERS_0
ShortName: DSCC_RC_RANGE_PARAMETERS_0
Power: PG1

Reset: soft

DWord Bit Description
0 31:26 rc_bpg_offset_1
Access: R/W
25:21 rc_max_qp_1
20:16 rc_min_qp_1
15:10 rc_bpg_offset_0
Access: R/W
9:5 rc_max_qp_0
4:0 rc_min_qp_0
1 31:26 rc_bpg_offset_3
Access: R/W
25:21 rc_max_qp_3
20:16 rc_min_qp_3
15:10 rc_bpg_offset_2
Access: R/W
9:5 rc_max_qp_2
4:0 rc_min_qp_2

216

Doc Ref # IHD-OS-BXT-Vol 2b-05.17




Command Reference: Registers

DSC_RC_RANGE_PARAMETERS 1

DSC_RC_RANGE_PARAMETERS 1

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000, 0x00000000

Access: R/W

Size (in bits): 64

Address: 6B248h-6B24Fh

Name: DSCA_RC_RANGE_PARAMETERS_1
ShortName: DSCA_RC_RANGE_PARAMETERS_1
Power: PG1

Reset: soft

Address: 6BA48h-6BA4Fh

Name: DSCC_RC_RANGE_PARAMETERS _1
ShortName: DSCC_RC_RANGE_PARAMETERS_1
Power: PG1

Reset: soft

DWord Bit Description
0 31:26 rc_bpg_offset_5
Access: R/W
25:21 rc_max_qp_5
20:16 rc_min_qp_5
15:10 rc_bpg_offset 4
Access: R/W
9:5 rc_max_qp_4
4:0 rc_min_qp_4
1 31:26 rc_bpg_offset_7
Access: R/W
25:21 rc_max_qp_7
20:16 rc_min_qp_7
15:10 rc_bpg_offset_6
Access: R/W
9:5 rc_max_qp_6
4:0 rc_min_qp_6
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(lntel 9

DSC_RC_RANGE_PARAMETERS_2

DSC_RC_RANGE_PARAMETERS_2

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000, 0x00000000
Access: R/W
Size (in bits): 64
Address: 6B250h-6B257h
Name: DSCA_RC_RANGE_PARAMETERS_2
ShortName: DSCA_RC_RANGE_PARAMETERS_2
Power: PG1
Reset: soft
Address: 6BA50h-6BA57h
Name: DSCC_RC_RANGE_PARAMETERS_2
ShortName: DSCC_RC_RANGE_PARAMETERS_2
Power: PG1
Reset: soft
DWord Bit Description
0 31:26 rc_bpg_offset 9
| Access: R/W
25:21 rc_max_qp_9
20:16 rc_min_qp_9
15:10 rc_bpg_offset_8
Access: R/W
9:5 rc_max_qp_8
4:0 rc_min_qp_8
1 31:26 rc_bpg_offset_11
Access: R/W
25:21 rc_max_qp_11
20:16 rc_min_qp_11
15:10 rc_bpg_offset_10
| Access: R/W
9:5 rc_max_qp_10
4.0 rc_min_qp_10
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DSC_RC_RANGE_PARAMETERS_3

DSC_RC_RANGE_PARAMETERS 3

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000, 0x00000000
Access: R/W
Size (in bits): 64
Address: 6B258h-6B25Fh
Name: DSCA_RC_RANGE_PARAMETERS_3
ShortName: DSCA_RC_RANGE_PARAMETERS_3
Power: PG1
Reset: soft
Address: 6BA58h-6BAS5Fh
Name: DSCC_RC_RANGE_PARAMETERS_3
ShortName: DSCC_RC_RANGE_PARAMETERS_3
Power: PG1
Reset: soft
DWord Bit Description
0 31:26 rc_bpg_offset_13
| Access: R/W
25:21 rc_max_qp_13
20:16 rc_min_qp_13
15:10 rc_bpg_offset_12
Access: R/W
9:5 rc_max_qp_12
4:0 rc_min_qp_12
1 31:26 Reserved
25:21 Reserved
20:16 Reserved
15:10 rc_bpg_offset_14
Access: R/W
9:5 rc_max_qp_14
4.0 rc_min_qp_14
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Command Reference: Registers

DSI_PHY_DWe6
DSI_PHY_DW6
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000001
Access: R/W
Size (in bits): 32
Address: 160018h-16001Bh
Name: DSI_PHY_DW6
ShortName: DSI_PHY_DW6
Power: PGO
Reset: global
DWord | Bit Description
0 31:23 | Reserved
Format: MBZ
22 |FORCE_HS_UPDATE
Forced update mode for HS ; Does not wait for any device state
21 |DSI_HS_RCOMP_UPDATE
LNC clock lane update bit. When this bit is set RCOMP will update Clock lane with calibrated
value when its data lane is in stop state. When it is clear it updates when clock lane itself in LP
states
20:19 | DSI_HS_TOGGLE_LIMIT_CREG_ENC
HS state machine toggle limit. Number of times RCOMP state machine will toggle before exiting.
Value Name
00b 6 toggles
01b 4 toggles
10b 8 toggles
11b 10 toggles
18:16 | DSI_HS_CALIB_LOOP_DELAY
Delay after applying a new RCOMP value to the AFE, before sampling the count up/down input
from the AFE. At the start of each RCOMP calibration cycle, the state machine waits for 8x this
delay before starting to sample the count up/down signal.
Value Name
Oh 50-53ns
1h 60ns
2h 70-72s
3h 80-83ns
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Command Reference: Registers

DSI_PHY_DW6

4h

90ns

5h

100-102ns

6h

125-128ns

7h

159ns

15:9

Reserved

| Format:

| MBZ

HS OVR EN
HS override enable

7:6

Reserved

| Format:

| MBZ

5:1

HS OVR VALUE
HS override values

HS_CALIB_EN
Enable HS calibration

Value

Name

1b

[Default]

Ob
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H Command Reference: Registers
(lntel 9

DSI_PLL_CTL
DSI_PLL_CTL

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Access: R/W

Size (in bits): 32

Address: 161000h-161003h

Name: DSI PLL Control

ShortName: DSI_PLL_CTL

Power: PGO

Reset: global

The register is used to control the frequency of the outputs from the MIPI DSI PLL.
The DSI_PLL_ENABLE register controls the MIPI DSI PLL enable.
The MIPI_CLOCK_CTL register controls additional dividers.

Restriction

Restriction : The fields must not be changed while the PLL is enabled.

DWord| Bit Description

0 31:25 | Reserved

Format: MBZ

24:18 | Output Ratio
Set the output clock ratio.

Restriction

Restriction : Display software must not change this field.

17:16 | PVD Ratio
Set the post VCO divider ratio.

Value Name
00b 1
01b 2
10b 4
11b 8
Restriction

Restriction : Display software must not change this field.
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DSI_PLL_CTL
15:14 | Ref Ratio
Set the refclk ratio.
Value Name
00b Ref
01b Ref/2
10b Ref/4
11b Ref/8
Restriction
Restriction : Display software must not change this field.
13 |Force On
Force the PLL on.
Value Name
Ob No Force
1b Force On
Restriction
Restriction : Display software must not change this field.
12 |Force Off
Force the PLL off.
Value Name
Ob No Force
1b Force Off
Restriction
Restriction : Display software must not change this field.
11:10| Freq Sel C
Frequency Select for DSI C clock
Value | Name Description Programming Notes
00b [16X |Non DSI Restriction : This value must not be used when the PLL
is enabled.
01b |8X Divide 16X PLL output
by 2
10b | 16X/3 | Divide 16X PLL output
by 3
11b  |4X Divide 16X PLL output
by 4
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Command Reference: Registers

(lntel
9

DSI_PLL_CTL
:8 |Freq Sel A
Frequency Select for DSI A clock
Value | Name Description Programming Notes
00b |16X [Non DSI Restriction : This value must not be used when the PLL
is enabled.
01b |8X Divide 16X PLL output
by 2
10b | 16X/3 | Divide 16X PLL output
by 3
11b |4X Divide 16X PLL output
by 4
7:0 [PLL Ratio
Description

This field provides the feedback ratio for the PLL.

Values from 34d (22h) to 125d (7Dh) are allowed.

224

Doc Ref # IHD-OS-BXT-Vol 2b-05.17




Command Reference: Registers

DSI_PLL_ENABLE

DSI_PLL_ENABLE

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 46080h-46083h
Name: DSI PLL Enable
ShortName: DSI_PLL_ENABLE
Power: Always on
Reset: soft
DWord Bit Description
0 31 PLL Enable
This field enables or disables the DSI PLL.
Value Name
Ob Disable
1b Enable
30 PLL Lock
Access: RO
This fields indicates the status of the DSI PLL lock.
Value Name
Ob Not locked or not enabled
1b Locked
29:0 |Reserved
Format: MBZ
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DSI_RCOMP_CFG1

Command Reference: Registers

DSI_RCOMP_CFG1

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 16000Ch-16000Fh
Name: DSI_RCOMP_CFG1
ShortName: DSI_RCOMP_CFG1
Power: PGO
Reset: global
DWord| Bit Description
0 31 | mipA_dphy_defeature_en
This field must be set to 0x1 when enabling MIPI port A.
30:28 | mipA_lane_count
This field specifies the number of lanes to be used for MIPI port A. This field is only used on BXT
AQ.
Value Name
000b 0 lanes
001b 1 lane
010b 2 lanes
011b 3 lanes
100b 4 lanes
27 | mipC_dphy_defeature_en
This field must be set to 0x1 when enabling MIPI port C.
26:24 | mipC_lane_count
This field specifies the number of lanes to be used for MIPI port C. This field is only used on BXT
AQ.
Value Name
000b 0 lanes
001b 1 lane
010b 2 lanes
011b 3 lanes
100b 4 lanes
23:16 | Reserved
Format: MBZ
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DSI_RCOMP_CFG1

15:13 | CZCLK_CLK _FREQ
C

12:11 | RCOMP_CLK_FREQ

10 [Reserved

| Format: | MBZ
9:6 (LP_P_RCOMP_OVR_SLEW
5 |[Reserved

| Format: | MBZ

4:1 |LP_N_RCOMP_OVR_SLEW

0 |LP_RCOMP_SLEW OVR_EN
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DSSM

DSSM
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: 51004h-51007h
Name: Display Strap State
ShortName: DSSM
Power: PGO
Reset: global

This register contains fuse and strap settings for display.
This register is not reset by FLR.

DWord | Bit

Description

0 31 | Spare 31

30 [Spare 30

29 [Spare 29

28 |Spare 28

27 |Spare 27

26 |Spare 26

25 [Spare 25

24 |Spare 24

23 [Spare 23

22 |Spare 22

21 [Spare 21

20 [Spare 20

19 | Spare 19

18 | Spare 18

17 | Spare 17

16 | Spare 16

15 | Spare 15

14 | Spare 14

13 |Spare 13

12 | Spare 12

11 | Spare 11
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DSSM

—_
o

Spare 10

Spare 9

Spare 8

Spare 7

Spare 6

Spare 5

Spare 4

Spare 3

NDNjw Al | N |00 ]O

LCPLL Unavail
This bit specifies the availability of some LCPLL output frequencies.

Value Name Description

Ob Available LCPLL available

1b Not available LCPLL not available

1 |Spare 1

0 |DisplayPort A Present

Description

This bit specifies whether the port was present during initalization. This strap state can also be
read in the DDI_BUF_CTL_A 0x64000 register bit 0.

There are no port presence straps on Broxton. Software should use alternate means to determine
port presence.

Value Name Description

Ob Not Present Port not present

1b Present Port present
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EU PAIR 1 PFET control register with lock

PFETCTL - EU PAIR 1 PFET control register with lock

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0003000A
Size (in bits): 32
Address: 24688h
DWord | Bit Description
0 31 |PFET Control Lock
Access: R/W Lock

0 = Bits of EU PAIR 1 PFETCTL register are R/W

1 = All bits of EU PAIR 1 PFETCTL register are RO ( including this lock bit )

Once written to 1, the lock is set and cannot be cleared (i.e., writing a 0 will not clear the lock).
These bits are not reset on FLR.

30:21 | Reserved

Access: | RO

Reserved

20 | Power Well Status

Access: | R/WC

0 = Well is powered Down

1 = Well is powered up

Once written to 1, the lock is set and cannot be cleared (i.e., writing a O will not clear the lock).
These bits are not reset on FLR.

19 |Powergood timer error

Access: R/WC

0 = Well is powered Down

1 = Well is powered up

Once written to 1, the lock is set and cannot be cleared (i.e., writing a O will not clear the lock).
These bits are not reset on FLR.

18:16 | Delay from enabling secondary PFETs to power good.

Access: | R/W Lock
Delay from enabling secondary PFETs to power good
3'b000: 40ns
3'b001: 80ns

3'p010: 160ns
3'b011: 320ns
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PFETCTL - EU PAIR 1 PFET control register with lock

3'b100: 640ns

3'b101: 1280ns
3'b110: 2560ns
3'b111: 5120ns

Value Name

011b [Default]

15:13 | Time period last primay pfet strobe to secondary pfet strobe

Access: R/W Lock

Time period last primay pfet strobe to secondary pfet strobe
3'b000: 10ns (or 1 bclk)
3'p001: 20ns (or 2 bclk)
3'b010: 30ns (or 3 bclk)
3'b111: 80ns (or 8 bclk)

12:10 | Time period b/w two adjacent strobes

Access: R/W Lock

Time period b/w two adjacent strobes to the primary FETs
3'b000: 10ns (or 1 bclk)
3'b001: 20ns (or 2 bclk)
3'p010: 30ns (or 3 bclk)
3'b111: 80ns (or 8 bclk)

9:7 |FET setup margin from enable to strobe

Access: R/W Lock

Setup margin in design before sampling enable event at the first pre-charge sequencer/shift
register flop

3'b000: 10ns (or 1 bclk)

3'b001: 20ns (or 2 bclk)

3'b010: 30ns (or 3 bclk)

3'b111: 80ns (or 8 bclk)

6:0 |Number of flops to enable primary FETs

Default Value: 0001010b

Access: R/W Lock

Number of flops to enable primary FETs. For a setting of N there will be N+1 total strobes
generated

7'b0000000: 10 Flops to be strobed
7'b0000001: 11 Flops to be strobed
7'b0000010: 12 Flops to be strobed
7'b0001111: 26 Flops to be strobed
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EU PAIR 2 PGFET control register with lock

Command Reference: Registers

PFETCTL - EU PAIR 2 PGFET control register with lock

Source:

Register Space:

Default Value:
Size (in bits):

MMIO: 0/2/0
BSpec
0x0003000A
32

Address:

24708h

DWord

Bit

Description

0

31

PFET Control Lock
Access: R/W Lock

0 = Bits of EU PAIR 2 PGFETCTL register are R/W

1 = All bits of EU PAIR 2 PGFETCTL register are RO ( including this lock bit )

Once written to 1, the lock is set and cannot be cleared (that is, writing a O will not clear the lock).
These bits are not reset on FLR.

30:21

Reserved
| Access: | RO
Reserved

20

Power Well Status

|Access: | R/WC
0 = Well is powered Down

1 = Well is powered Up

Once written to 1, the lock is set and cannot be cleared (that is, writing a O will not clear the lock).
These bits are not reset on FLR.

19

Powergood timer error

Access: R/WC
0 = Well is powered Down

1 = Well is powered Up

Once written to 1, the lock is set and cannot be cleared (that is, writing a 0 will not clear the lock).
These bits are not reset on FLR.

18:16

Delay from enabling secondary PFETs to power good
Access: | R/W Lock
Delay from enabling secondary PFETs to power good
3'b000: 40ns

3'b001: 80ns

3'b010: 160ns

3'b011: 320ns

3'b100: 640ns
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PFETCTL - EU PAIR 2 PGFET control register with lock

3'p101: 1280ns
3'b110: 2560ns
3'b111: 5120ns

Value Name

011b [Default]

15:13

Time period last primay pfet strobe to secondary pfet strobe

Access: | R/W Lock

Time period last primay pfet strobe to secondary pfet strobe
3'p000: 10ns (or 1 bclk)
3'b001: 20ns (or 2 bclk)
3'p010: 30ns (or 3 bclk)
3'b111: 80ns (or 8 bclk)

12:10

Time period b/w two adjacent strobes

Access: R/W Lock

Time period b/w two adjacent strobes to the primary FETs
3'b000: 10ns (or 1 bclk)
3'b001: 20ns (or 2 bclk)
3'b010: 30ns (or 3 bclk)
3'b111: 80ns (or 8 bclk)

9:7

FET setup margin from enable to strobe

Access: R/W Lock

Setup margin in design before sampling enable event at the first pre-charge sequencer/shift
register flop

3'b000: 10ns (or 1 bclk)

3'b001: 20ns (or 2 bclk)

3'b010: 30ns (or 3 bclk)

3'b111: 80ns (or 8 bclk)

6:0

Number of flops to enable primary FETs

Default Value: 0001010b

Access: R/W Lock

Number of flops to enable primary FETs. For a setting of N, there will be N+1 total strobes
generated.

7'b0000000: 10 Flops to be strobed
7'b0000001: 11 Flops to be strobed
7'b0000010: 12 Flops to be strobed
7'b0001111: 26 Flops to be strobed
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FENCE_LSB
FENCE_LSB
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32
Address: 100000h
Name: FENCEO_LSB
ShortName: FENCEO_LSB
Address: 100008h
Name: FENCE1_LSB
ShortName: FENCE1_LSB
Address: 100010h
Name: FENCE2_LSB
ShortName: FENCE2_LSB
Address: 100018h
Name: FENCE3_LSB
ShortName: FENCE3_LSB
Address: 100020h
Name: FENCE4_LSB
ShortName: FENCE4_LSB
Address: 100028h
Name: FENCE5_LSB
ShortName: FENCE5_LSB
Address: 100030h
Name: FENCE6_LSB
ShortName: FENCE6_LSB
Address: 100038h
Name: FENCE7_LSB
ShortName: FENCE7_LSB
Address: 100040h
Name: FENCE8_LSB
ShortName: FENCE8_LSB
Address: 100048h
Name: FENCE9_LSB
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FENCE_LSB

ShortName: FENCE9_LSB
Address: 100050h
Name: FENCE10_LSB
ShortName: FENCE10_LSB
Address: 100058h
Name: FENCE11_LSB
ShortName: FENCE11_LSB
Address: 100060h
Name: FENCE12_LSB
ShortName: FENCE12_LSB
Address: 100068h
Name: FENCE13_LSB
ShortName: FENCE13_LSB
Address: 100070h
Name: FENCE14_LSB
ShortName: FENCE14_LSB
Address: 100078h
Name: FENCE15_LSB
ShortName: FENCE15_LSB
Address: 100080h
Name: FENCE16_LSB
ShortName: FENCE16_LSB
Address: 100088h
Name: FENCE17_LSB
ShortName: FENCE17_LSB
Address: 100090h
Name: FENCE18_LSB
ShortName: FENCE18_LSB
Address: 100098h
Name: FENCE19_LSB
ShortName: FENCE19_LSB
Address: 1000A0h
Name: FENCE20_LSB
ShortName: FENCE20_LSB
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FENCE_LSB
Address: 1000A8h
Name: FENCE21_LSB
ShortName: FENCE21_LSB
Address: 1000BOh
Name: FENCE22_LSB
ShortName: FENCE22_LSB
Address: 1000B8h
Name: FENCE23_LSB
ShortName: FENCE23_LSB
Address: 1000C0h
Name: FENCE24_LSB
ShortName: FENCE24_LSB
Address: 1000C8h
Name: FENCE25_LSB
ShortName: FENCE25_LSB
Address: 1000D0h
Name: FENCE26_LSB
ShortName: FENCE26_LSB
Address: 1000D8h
Name: FENCE27_LSB
ShortName: FENCE27_LSB
Address: 1000EOQh
Name: FENCE28_LSB
ShortName: FENCE28_LSB
Address: 1000E8h
Name: FENCE29_LSB
ShortName: FENCE29_LSB
Address: 1000FOh
Name: FENCE30_LSB
ShortName: FENCE30_LSB
Address: 1000F8h
Name: FENCE31_LSB
ShortName: FENCE31_LSB
Fence Registers LSBs
DWord | Bit | Description
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0 31:12

FENCE_LSB
FENCELO
Default Value: 000000h
Access: R/W

Bits 31:12 of the ending Graphics Address of the fence region. Fence regions must be aligned to

a 4KB page.

This address represents the last 4KB page of the fence region (Lower Bound is included in the

fence region).
Graphics Address is the offset within GMADR space.

11:2 | RESERVED
Default Value: 000h
Access: RO
Reserved
1 TILE
Default Value: Ob
Access: R/W
This field specifies the spatial ordering of QW within tiles.
Ob - Consecutive SWords (32B) sequenced in the X direction
1b - Consecutive OWords (16B) sequenced in the Y direction
0 |[FENCEVAL
Default Value: 0b
Access: R/W

This field specifies whether or not this fence register defines a fence region.

Ob - FENCE INVALID
1b - FENCE VALID
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FENCE_MSB
FENCE_MSB
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32
Address: 100004h
Name: FENCEO_MSB
ShortName: FENCEO_MSB
Address: 10000Ch
Name: FENCE1_MSB
ShortName: FENCE1_MSB
Address: 100014h
Name: FENCE2_MSB
ShortName: FENCE2_MSB
Address: 10001Ch
Name: FENCE3_MSB
ShortName: FENCE3_MSB
Address: 100024h
Name: FENCE4_MSB
ShortName: FENCE4_MSB
Address: 10002Ch
Name: FENCE5_MSB
ShortName: FENCE5_MSB
Address: 100034h
Name: FENCE6_MSB
ShortName: FENCE6_MSB
Address: 10003Ch
Name: FENCE7_MSB
ShortName: FENCE7_MSB
Address: 100044h
Name: FENCE8_MSB
ShortName: FENCE8_MSB
Address: 10004Ch
Name: FENCE9_MSB
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FENCE_MSB

ShortName: FENCE9_MSB
Address: 100054h
Name: FENCE10_MSB
ShortName: FENCE10_MSB
Address: 10005Ch
Name: FENCE11_MSB
ShortName: FENCE11_MSB
Address: 100064h
Name: FENCE12_MSB
ShortName: FENCE12_MSB
Address: 10006Ch
Name: FENCE13_MSB
ShortName: FENCE13_MSB
Address: 100074h
Name: FENCE14_MSB
ShortName: FENCE14_MSB
Address: 10007Ch
Name: FENCE15_MSB
ShortName: FENCE15_MSB
Address: 100084h
Name: FENCE16_MSB
ShortName: FENCE16_MSB
Address: 10008Ch
Name: FENCE17_MSB
ShortName: FENCE17_MSB
Address: 100094h
Name: FENCE18_MSB
ShortName: FENCE18_MSB
Address: 10009Ch
Name: FENCE19_MSB
ShortName: FENCE19_MSB
Address: 1000A4h
Name: FENCE20_MSB
ShortName: FENCE20_MSB

Doc Ref # IHD-OS-BXT-Vol 2b-05.17

239




Qn_til

Command Reference: Registers

FENCE_MSB
Address: T1000ACh
Name: FENCE21_MSB
ShortName: FENCE21_MSB
Address: 1000B4h
Name: FENCE22_MSB
ShortName: FENCE22_MSB
Address: 1000BCh
Name: FENCE23_MSB
ShortName: FENCE23_MSB
Address: 1000C4h
Name: FENCE24_MSB
ShortName: FENCE24_MSB
Address: 1000CCh
Name: FENCE25_MSB
ShortName: FENCE25_MSB
Address: 1000D4h
Name: FENCE26_MSB
ShortName: FENCE26_MSB
Address: 1000DCh
Name: FENCE27_MSB
ShortName: FENCE27_MSB
Address: 1000E4h
Name: FENCE28_MSB
ShortName: FENCE28_MSB
Address: 1000ECh
Name: FENCE29_MSB
ShortName: FENCE29_MSB
Address: 1000F4h
Name: FENCE30_MSB
ShortName: FENCE30_MSB
Address: 1000FCh
Name: FENCE31_MSB
ShortName: FENCE31_MSB
Fence Registers MSBs
DWord | Bit | Description
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0 31:12

FENCE_MSB
FENCEUP
Default Value: 00000000h
Access: R/W

Bits 31:12 of the ending Graphics Address of the fence region. Fence regions must be aligned to

a 4KB page.

This address represents the last 4KB page of the fence region (Upper Bound is included in the

fence region).
Graphics Address is the offset within GMADR space.

11

Reserved

Default Value:

Ob

Access:

RO

Reserved

10:0

Pitch

Default Value:

000h

Access:

R/W

This field specifies the width (pitch) of the fence region in multiple of tile widths.
For Tile X this field must be programmed to a multiple of 512B (003 is the minimum value) and
for Tile Y this field must be programmed to a multiple of 128B (000 is the minimum value).

000h = 128B
001h = 256B
002h = 384B
003h = 512B
004h = 640B
005h = 768B
006h = 896B
007h = 1024B

3FFh = 128KB
4FFh = 160KB
5FFh = 192KB
6FFh = 224KB
7FFh = 256KB
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FLT_RPTO
FLT RPTO - FLT_RPTO

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Size (in bits): 32

Address: 124810h

GT uses this register to post VT-d faults

DWord Bit Description
0 31:12 Fl
Default Value: 00000h
Access: R/W
Fault Info.
11:0 RESERVED

Default Value: 000h
Access: RO
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FLT_RPT1

FLT_RPT1 - FLT_RPT1

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Size (in bits): 32

Address: 124814h

GT uses this register to post VT-d faults

DWord Bit Description
0 31:0 FI

Default Value: 00000000h
Access: R/W
Fault Info.
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FLT _RPT2
FLT RPT2 - FLT_RPT2
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000010
Size (in bits): 32
Address: 124818h
GT uses this register to post VT-d faults
DWord Bit Description
0 31 PP
Default Value: Oh
Access: R/W
PASID Present.
30 EXE
Default Value: Oh
Access: R/W
Execute Permission Requested.
29 PRIV
Default Value: Oh
Access: R/W
Privilege Mode Requested .
28:16 RESERVED
Default Value: 0000h
Access: RO
Reserved
15:0 Source ID
Default Value: 0010h
Access: RO
Source ID.
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FLT_RPT3

FLT_RPT3 - FLT_RPT3

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Size (in bits): 32
Address: 12481Ch
GT uses this register to post VT-d faults
DWord Bit Description
0 31 F
Default Value: Oh
Access: R/W
Fault
30 T
Default Value: Oh
Access: R/W
Type
29:28 AT
Default Value: Oh
Access: R/W
Address Type
27:8 PN
Default Value: 00000h
Access: R/W
PASID Number
7:0 FR
Default Value: Oh
Access: R/W
Fault Reason
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Command Reference: Registers

GFX_FLSH_CNT -

GFX_FLSH_CNT

Register Space:
Source:
Default Value:
Size (in bits):

MMIO: 0/2/0
BSpec
0x00000000
32

Address:

101008h

Used to flush Gunit TLB

DWord | Bit

Description

0 31:1 | RESERVED

Default Value:

00000000h

Access:

RO

Reserved

0 |GfxFlshCntl

Default Value:

Ob

Access:

WO

Access type of this register is WO.
A write to this bit flushes the Gfx TLB in GUNIT. The data associated with the write is discarded and

a read return all Os.
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GMBUSO
GMBUSO
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W
Size (in bits): 32
Address: C5100h-C5103h
Name: GMBUSO Clock/Port Select
ShortName: GMBUSO
Power: PG1
Reset: global

This register controls the clock rate of the serial bus and the device the controller is connected to.
This register should be configured before the first data valid bit is set.

DWord | Bit

Description

0 31:12 | Reserved

Format:

MBZ

11 |[Reserved

10:8 | GMBUS Rate Select

This field selects the rate that the GMBUS will run at. It also defines the AC timing parameters

used.
Value Name
000b 100 KHz
001b 50 KHz
Others Reserved
Restriction

Restriction : It should only be changed between transfers when the GMBUS is idle.

7 |Reserved

Format: | MBZ
6 |Reserved
| Format: | MBZ
6 |Reserved
| Format: | MBZ
5:3 | Reserved
| Format: | MBZ
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GMBUSO

§:
" o

:0

Pin Pair Select

This field selects a GMBUS pin pair for use in the GMBUS communication.
See the table at the beginning of this section to determine which pin pairs are supported and

their intended functions.

Value Name
000b None (Disabled)
001b Pin Pair 1
010b Pin Pair 2
011b Pin Pair 3
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GMBUS1

GMBUS1

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Access: R/W Protect

Size (in bits): 32

Address: C5104h-C5107h

Name: GMBUS1 Command/Status
ShortName: GMBUS1

Power: PG1

Reset: global

This register indicates the slave device address, register index, and when the data write is complete.

When the SW_CLR_INT bit is asserted, all writes to the GMBUS2, GMBUS3, and GMBUS4 registers are discarded.
The GMBUST register writes to any other bit except the SW_CLR_INT are also lost.

Reads to these registers always work normally, regardless of the state of the SW_CLR_INT bit.

DWord | Bit Description
0 31 |Software Clear Interrupt
Access: R/W
(SW_CLR_INT) This bit must be clear for normal operation. Setting the bit then clearing it acts as
local reset to the GMBUS controller.
This bit is commonly used by software to clear a BUS_ERROR when a slave device delivers a
NACK.
Value| Name Description
Ob Clear If this bit is written as a zero when its current state is a one, will clear the
HW_RDY |HW_RDY bit and allows register writes to be accepted to the GMBUS
registers (Write Protect Off).
This bit is cleared to zero when an event causes the HW_RDY bit transition
to occur.
1b Assert Asserted by software after servicing the GMBUS interrupt.
HW_RDY Setting this bit causes the INT status bit to be cleared and asserts the
HW_RDY bit (until this bit is written with a 0).
When this bit is set, no writes to GMBUS registers will cause the contents
to change with the exception of this bit which can be written.
30 |Software Ready

(SW_RDY) Data handshake bit used in conjunction with HW_RDY bit.

Value Name Description
Ob De-Assert |De-asserted via the assertion event for HW_RDY bit
1b SW Assert |When asserted by software, results in de-assertion of HW_RDY bit
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GMBUS1

(lntel
2

9

Enable Timeout

(ENT) Enables timeout for slave response.

When this bit is enabled and the slave device response has exceeded the timeout period, the
GMBUS Slave Stall Timeout Error interrupt bit is set.

Value Name
Ob Disable
1b Enable
28 |Reserved

Format: MBZ

27:25 | Bus Cycle Select
GMBUS cycle will always consist of a START followed by Slave Address, followed by an optional
read or write data phase.
A read cycle with an index will consist of a START followed by a Slave Address a WRITE
indication and the INDEX and then a RESTART with a Slave Address and an optional read data
phase.
The GMBUS cycle will terminate either with a STOP or by entering a wait state. The WAIT state is
exited by generating a STOP or by starting another GMBUS cycle.
This can only cause a STOP to be generated if a GMBUS cycle is generated, the GMBUS is
currently in a data phase, or it is in a WAIT phase.
The three bits can be decoded as follows:
27 = STOP generated
26 = INDEX used
25 = Cycle ends in a WAIT
Value Name Description
000b [No cycle No GMBUS cycle is generated
001b [No Index, No Stop, | GMBUS cycle is generated without an INDEX, with no STOP, and

Wait ends with a WAIT
010b |Reserved Reserved
011b |[Index, No Stop, GMBUS cycle is generated with an INDEX, with no STOP, and ends
Wait with a WAIT
100b | Gen Stop Generates a STOP if currently in a WAIT or after the completion of
the current byte if active

101b | No Index, Stop GMBUS cycle is generated without an INDEX and with a STOP
110b |Reserved Reserved
111b |Index, Stop GMBUS cycle is generated with an INDEX and with a STOP

24:16 | Total Byte Count

This determines the total number of bytes to be transferred during the DATA phase of a GMBUS
cycle.

The DATA phase can be prematurely terminated by generating a STOP while in the DATA phase
(see Bus Cycle Select).

Restriction
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GMBUS1

Restriction : Do not change the value of this field during GMBUS cycles transactions.
The byte count must not be zero.

15:8 | 8 bit Slave Register Index

(INDEX) This field specifies the 8-bits of index to be used for the generated bus write transaction
or the index used for the WRITE portion of the WRITE/READ pair.

It only has an effect if the enable Index bit is set.

Restriction

Restriction : Do not change the value of this field during GMBUS cycles transactions.

7:0 [Slave Address And Direction

Bits 7:1 = 7-bit GMBUS Slave Address: When a GMBUS cycle is to be generated using the Bus
Cycle Select field, this field specifies the value of the slave address that is to be sent out.

Bit 0 = Slave Direction Bit: When a GMBUS cycle is to be generated based on the Bus Cycle
Select, this bit determines if the operation will be a read or a write. A read operation with the
index enabled will perform a write with just the index followed by a re-start and a read. A 1
indicates that a Read from the slave device operation is to be performed. A 0 indicates that a
Write to the slave device operation is to be performed.

Value Name
00000001b General Call Address
00000000b Start Byte
0000001Xb CBUS Address
11110XXXb 10-Bit Addressing
Others Reserved

Programming Notes

For 10-bit slave address devices, set this field to 11110XXb (where the last two bits (XX) are the
two MSBs of the 10-bit address) and the slave direction bit to a write, and set the first data byte
to be the 8 LSBs of the 10-bit address.
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Command Reference: Registers

GMBUS2

Register Space: MMIO: 0/2/0
Source: BSpec

Default Value: 0x00000800
Access: R/W Protect
Size (in bits): 32

Address: C5108h-C510Bh
Name: GMBUS2 Status
ShortName: GMBUS2
Power: PG1

Reset: global

When the SW_CLR_INT bit is asserted, all writes to this register are discarded. Reads to this register always work
normally regardless of the state of the SW_CLR_INT bit.

DWord | Bit Description
0 31:16 | Reserved
Format: MBZ
15 |INUSE
Software wishing to arbitrate for the GMBUS resource can poll this bit until it reads a zero and
will then own usage of the GMBUS controller.
This bit has no effect on the hardware, and is only used as semaphore among various
independent software threads.
Value Name Description
Ob GMBUS is Reading a 0 indicates that GMBUS is now acquired and subsequent
Acquired reads will now have this bit set.
Writing a 0 has no effect.
1b GMBUS in Use |Reading a 1 indicates that GMBUS is currently allocated to someone
else and "In use".
Writing a 1 indicates that the software has relinquished the GMBUS
resource, which will reset the value to a 0.
14 | Hardware Wait Phase
Access: RO
Once in a WAIT_PHASE, the software can now choose to generate a STOP cycle or a repeated
start (RESTART) cycle followed by another GMBUS transaction.
Wait phase is entered at the end of the current transaction when that transaction is selected not
to terminate with a STOP.
Value Name
Ob Not in a wait phase
1b In wait phase
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GMBUS2

13 [Slave Stall Timeout Error

Access: RO
This bit indicates that a slave stall timeout has occurred. It is tied to the Enable Timeout (ENT)
bit.
Value Name
Ob No Slave Timeout
1b Slave Timeout

12 [GMBUS Interrupt Status
Access: RO

This bit indicates that an event that causes a GMBUS interrupt has occurred. The interrupt can
be caused by one of the interrupt types enabled in the GMBUS4 register.

Value Name

Ob No Interrupt

1b Interrupt

11 |Hardware Ready

Access: RO

(HW_RDY) This provides a method of detecting when software can proceed with the next step in
a sequence of GMBUS operations.

This data handshake bit is used in conjunction with the SW_RDY bit.
When this bit is asserted by the GMBUS controller, it results in the de-assertion of the SW_RDY

bit.
This bit resumes to normal operation when the SW_CLR_INT bit is written to a 0.
Value| Name Description
Ob 0 Condition required for assertion has not occurred, or when this bit is a one
and:
- SW_RDY bit has been asserted
- During a GMBUS read transaction, after the each read of the data register
- During a GMBUS write transaction, after each write of the data register
- SW_CLR_INT bit has been cleared
1b 1 This bit is asserted under the following conditions:
[Default] | - After a reset or when the transaction is aborted by the setting of the
SW_CLR_INT bit

- When an active GMBUS cycle has terminated with a STOP

- When during a GMBUS write transaction, the data register needs and can
accept another four bytes of data

- During a GMBUS read transaction, this bit is asserted when the data
register has four bytes of new data or the read transaction DATA phase is
complete and the data register contains the last few bytes of the read data
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GMBUS2

=
. D

0

NAK Indicator

Access: RO

MAK is indicated by hardware if any expected device acknowledge is not received from the slave
within the timeout.

Value Name
Ob No bus error
1b NAK occurred
9 |GMBUS Active
Access: RO
This is a status bit that indicates whether the GMBUS controller is in an IDLE state or not.
Active states are the START, ADDRESS, INDEX, DATA, WAIT, or STOP Phase.
Value Name
Ob Idle
1b Active
8:0 |Current Byte Count

Access: RO

Can be used to determine the number of bytes currently transmitted/received by the GMBUS
controller hardware.

Hardware sets it to zero at the start of a GMBUS transaction data transfer and increments it after
the completion of each byte of the data phase.

Restriction

Restriction: Because reads have internal storage, the byte count on a read operation may be
ahead of the data that has been accepted from the data register.
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GMBUS3

GMBUS3

Register Space:
Source:
Default Value:
Access:

Size (in bits):

Double Buffer
Update Point:

MMIO: 0/2/0
BSpec
0x00000000
R/W Protect
32

HW_RDY

Address:
Name:
ShortName:
Power:

Reset:

C510Ch-C510Fh
GMBUS3 Data Buffer
GMBUS3

PG1

global

sent or read.

This is the data read/write register. This register is double buffered.
Bit O is the first bit sent or read, bit 7 is the 8th bit sent or read, all the way through bit 31 being the 32nd bit

For GMBUS write operations with a non-zero byte count, this register should be written with the data before the
GMBUS cycle is initiated.
For byte counts that are greater than four bytes, this register will be written with subsequent data only after the
HW_RDY status bit is set indicating that the register is now ready for additional data.

When the SW_CLR_INT bit is asserted, all writes to this register are discarded.

For GMBUS read operations, software should wait until the HW_RDY bit indicates that the register contains the
next set of valid read data before reading this register.

DWord Bit Description
0 31:24 Data Byte 3
23:16 Data Byte 2
15:8 Data Byte 1
7:0 Data Byte 0
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GMBUS4
GMBUS4
Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000000
Access: R/W Protect
Size (in bits): 32
Address: C5110h-C5113h
Name: GMBUS4 Interrupt Mask
ShortName: GMBUS4
Power: PG1
Reset: global

When the SW_CLR_INT bit is asserted, all writes to this register are discarded. Reads to this register always work
normally regardless of the state of the SW_CLR_INT bit.

DWord | Bit Description
0 31:5 | Reserved
Format: MBZ
4:0 | Interrupt Mask

This field specifies which GMBUS interrupts events may contribute to the setting of GMBUS

interrupt status bit in the second level interrupt status register.

For writes, the HW Ready interrupt indicates that software can write the next DWORD. It does

NOT mean that the transfer of data to the slave device has completed. The HW Ready interrupt

may be used for gmbus write cycles only to detect when to write the next DWORD after the first

two DWORDs have been written to GMBUS3.

The IDLE or HW wait interrupt may be used to detect the end of writing data to the slave device.

For reads, the HWRDY interrupt indicates the arrival of the next dword.
Value Name

OXXXXb Slave Stall Timeout Interrupt Disable

TXXXXb Slave Stall Timeout Interrupt Enable

XOXXXb NAK Interrupt Disable

X1XXXb NAK Interrupt Enable

XX0XXb Idle Interrupt Disable

XX1XXb Idle Interrupt Enable

XXX0Xb HW Wait Interrupt (cycle without a stop has completed) Disable

XXX1Xb HW Wait Interrupt (cycle without a stop has completed) Enable

XXXX0b HW Ready (Data transferred) Interrupt Disable

XXXX1b HW Ready (Data transferred) Interrupt Enable
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GMBUS5
GMBUS5

Register Space: MMIO: 0/2/0

Source: BSpec

Default Value: 0x00000000

Access: R/W

Size (in bits): 32

Address: C5120h-C5123h

Name: GMBUSS 2 Byte Index

ShortName: GMBUS5

Power: PGT

Reset: global

This register provides a method for the software indicate to the GMBUS controller the 2 byte device index.
DWord | Bit Description

0 31 |2 Byte Index Enable

When this bit is set to 1, then bits 15:0 are used as the index.

Bits 15:8 are used in the first byte which is the most significant index bits.
The slave index in the GMBUS1<15:8> are ignored.

Bits 7:0 are used in the second byte which is the least significant index bits.

30:16 | Reserved
Format: MBZ

15:0 |2 Byte Slave Index
This is the 2 byte index used in all GMBUS accesses when 2 Byte Index Enable is set to 1.
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GMCH Graphics Control

GGC_0_0_0_PCI - GMCH Graphics Control

Register Space: PCl: 0/0/0
Source: BSpec
Default Value: 0x00000500
Size (in bits): 16

Address: 00050h

GMCH Graphics Control Register.

DWord | Bit Description

0 15:8 | Graphics Mode Select

Default Value: 00000101b

Access: R/W Lock

This field is used to select the amount of Main Memory that is pre-allocated to support the
Internal Graphics device in VGA (non-linear) and Native (linear) modes. The BIOS ensures that
memory is pre-allocated only when Internal graphics is enabled. Hardware does not clear or set
any of these bits automatically based on IGD being disabled/enabled.

BIOS Requirement: BIOS must not set this field to Oh if IVD (bit 1 of this register) is 0.

BIOS Requirement: Given new sizes allow down to 8MB allocation, BIOS has to ensure there is
sufficient space for WOPCM and basic GFX Stolen functions.

00h:0MB

01h:32MB

02h:64MB

03h:96MB

04h:128MB

05h:160MB (default)

06h:192MB

07h:224MB

08h:256MB

09h:288MB

0Ah:320MB

0Bh:352MB

0Ch:384MB

0Dh:416MB

0Eh:448MB

0Fh:480MB

10h:512MB

11h - 1Fh: Reserved

20h:1024MB

21h - 2Fh: Reserved

30h:1536MB

31h - 3Fh: Reserved

40h: 2048MB
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GGC_0_0_0_PCI - GMCH Graphics Control

41h - EFh: Reserved
FOh: 4MB

F1h: BMB

F2h: 12MB

F3h: 16MB

F4h: 20MB

F5h: 24MB

Féh: 28MB

F7h: 32MB

F8h: 36MB

F9h: 40MB

FAh: 44MB

FBh: 48MB

FCh: 52MB

FDh: 56MB

FEh: 60MB

FFh: Reserved Hardware functionality in case of programming this value to Reserved is not
guaranteed.

7:6

GTT Graphics Memory Size

Default Value: 00b

Access: R/W Lock

This field is used to select the amount of Main Memory that is pre-allocated to support the
Internal Graphics Translation Table. The BIOS ensures that memory is pre-allocated only when
Internal graphics is enabled. GSM is assumed to be a contiguous physical DRAM space with DSM,
and BIOS needs to allocate a contiguous memory chunk. Hardware will derive the base of GSM
from DSM only using the GSM size programmed in the register. Hardware functionality in case of
programming this value to Reserved is not guaranteed.

0x0: No Preallocated Memory

0x1: 2MB of Preallocated Memory

0x2: 4MB of Preallocated Memory

0x3: 8MB of Preallocated Memory

5:3 | RESERVED
Default Value: 000b
Access: RO
Reserved

2 |Versatile Acceleration Mode Enable

Default Value: Ob

Access: R/W Lock

Enables the use of the iGFX engines for Versatile Acceleration.
0 - iGFX engines are in iGFX Mode. Device 2 Class Code is 030000h.
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GGC_0_0_0_PCI - GMCH Graphics Control

1 - iGFX engines are in Versatile Acceleration Mode. Device 2 Class Code is 048000h.

—_

IGD VGA Disable

Default Value: 0b

Access: R/W Lock

0: Enable. Device 2 (IGD) claims VGA memory and 1O cycles, the Sub-Class Code within Device 2
Class Code register is 00.

1: Disable. Device 2 (IGD) does not claim VGA cycles (Mem and 10), and the Sub- Class Code field
within Device 2 function 0 Class Code register is 80.

BIOS Requirement: BIOS must not set this bit to 0 if the GMS field pre-allocates no memory. This
bit MUST be set to 1 if Device 2 is disabled either via a fuse or fuse override (CAPIDO_A[IGD] = 1)
or via a register (DEVENI[3] = 0).

0 |GGC Lock
Default Value: Ob
Access: R/W Key Lock

When set to 1b, this bit will lock all bits in this register.
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GPIO_CTL

GPIO_CTL

Register Space: MMIO: 0/2/0
Source: BSpec

Default Value: 0x00000808
Access: R/W

Size (in bits): 32

Address: C5014h-C5017h
Name: GPIO Control 1
ShortName: GPIO_CTL_1
Power: PG1

Reset: global

Address: C5018h-C501Bh
Name: GPIO Control 2
ShortName: GPIO_CTL_2
Power: PG1

Reset: global

Address: C501Ch-C501Fh
Name: GPIO Control 3
ShortName: GPIO_CTL_3
Power: PG1

Reset: global

The register controls a pair of pins that can be used for general purpose control, but usually is designated for

specific functions according to the requirements of the device and the system that the device is in. Each pin of
the two pin pair is designated as a clock or data for descriptive purposes. See the table at the beginning of this
section to determine which pin pairs are supported and their intended functions. Board design variations are
possible and would affect the usage of these pins. There are multiple instances of this register to support each of

the GPIO pin pairs.

DWord Bit Description
0 31:13 |Reserved
Format:
12 | GPIO Data In

Default Value:

Ub Undefined (read only, depends on I/O pin)

Access:

RO

This is the value that is sampled on the GPIO_Data pin as an input.
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GPIO_CTL
11 | GPIO Data Value
Default Value: 1b
Access: R/W
This is the value that should be place on the GPIO Data pin as an output.
This value is only written into the register if GPIO DATA MASK is also asserted.
The value will appear on the pin if this data value is actually written to this register and the
GPIO Data DIRECTION VALUE contains a value that will configure the pin as an output.
The default of 1" mimics the 12C external pull-ups.
10 |GPIO Data Mask
Access: WO
This is a mask bit to determine whether the GPIO DATA VALUE bit should be written into the
register.
Value Name
Ob Dot not write
1b Write
9 |GPIO Data Direction Value
Access: R/W
This is the value that should be used to define the output enable of the GPIO Data pin.
This value is only written into the register if GPIO Data DIRECTION MASK is also asserted.
The value that will appear on the pin is defined by what is in the register for the GPIO DATA
VALUE bit.
Value Name
Ob Input
1b Output
8 |GPIO Data Direction Mask
Access: WO
This is a mask bit to determine whether the GPIO Data DIRECTION VALUE bit should be
written into the register.
Value Name
Ob Dot not write
1b Write
7:5 |Reserved
Format: MBZ
4  [GPIO Clock Data In

Default Value: Ub Undefined (read only, depends on I/O pin)

Access: RO
This is the value that is sampled on the GPIO Clock pin as an input.
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GPIO CTL
3 GPIO Clock Data Value
Default Value: 1b
Access: R/W

This is the value that should be place on the GPIO Clk pin as an output.

This value is only written into the register if GPIO Clock DATA MASK is also asserted.

The value will appear on the pin if this data value is actually written to this register and the
GPIO Clock DIRECTION VALUE contains a value that will configure the pin as an output.
The default of 1" mimics the 12C external pull-ups.

2 GPIO Clock Data Mask

Access: WO

This is a mask bit to determine whether the GPIO Clock DATA VALUE bit should be written
into the register.

Value Name

Ob Dot not write
1b Write

1 GPIO Clock Direction Value

Access: R/W

This is the value that should be used to define the output enable of the GPIO Clock pin.
This value is only written into the register if GPIO Clock DIRECTION MASK is also asserted.
The value that will appear on the pin is defined by what is in the register for the GPIO Clock
DATA VALUE bit.

Value Name

Ob Input
1b Output

0 GPIO Clock Direction Mask

Access: WO

This is a mask bit to determine whether the GPIO Clock DIRECTION VALUE bit should be
written into the register.

Value Name

Ob Dot not write
1b Write
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GMADR_0_2_0_PCI - Graphics Memory Range Address

Register Space: PCl: 0/2/0
Source: BSpec
Default Value: 0x0000000C, 0x00000000
Size (in bits): 64
Address: 00018h
GMADR is the PCl aperture used by S/W to access tiled GFX surfaces in a linear fashion.
DWord| Bit Description
0 63:39 | Reserved for Memory Base Address
Default Value: 0000000000000000000000000b
Access: R/W
Must be set to 0 since addressing above 512GB is not supported.
38:32 | Memory Base Address
Default Value: 0000000b
Access: R/W
Set by the OS, these bits correspond to address signals [38:32].
31 (4096 MB Address Mask

Default Value: Ob
Access: R/W Lock

This bit is either part of the Memory Base Address (R/W) or part of Address Mask (RO)
depending on the value of MSAC.APSZ.
RO and forced to 0 when MSAC.APSZ >= 4096MB. (i.e. MSAC.APSZ[4]=1)

30 (2048 MB Address Mask
Default Value: Ob
Access: R/W Lock
This bit is either part of the Memory Base Address (R/W) or part of the Address Mask (RO)
depending on the value of MSAC.APSZ.
RO and forced to 0 when MSAC.APSZ >= 2048MB. (i.e. MSAC.APSZ[3]=1)
29 11024 MB Address Mask

Default Value: Ob

Access: R/W Lock

This bit is either part of the Memory Base Address (R/W) or part of the Address Mask (RO)
depending on the value of MSAC.APSZ.
RO and forced to 0 when MSAC.APSZ >= 1024MB. (i.e. MSAC.APSZ[2]=1)
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GMADR_0_2_0_PCI - Graphics Memory Range Address

28 |512MB Address Mask

Default Value: Ob

Access: R/W Lock

This bit is either part of the Memory Base Address (R/W) or part of the Address Mask (RO)
depending on the value of MSAC.APSZ.
RO and forced to 0 when MSAC.APSZ >= 512MB. (i.e. MSAC.APSZ[1]=1)

27 |256 MB Address Mask

Default Value: Ob

Access: R/W Lock

This bit is either part of the Memory Base Address (R/W) or part of the Address Mask (RO)
depending on the value of MSAC.APSZ.
RO and forced to 0 when MSAC.APSZ >= 256MB. (i.e. MSAC.APSZ[0]=1)

26:4 | Address Mask

Default Value: 00000000000000000000000b

Access: RO

Hardwired to Os to indicate at least 128MB address range.

3 | Prefetchable Memory

Default Value: 1b

Access: RO

Hardwired to 1 to enable prefetching.

2:1 [Memory Type

Default Value: 10b

Access: RO

Hardwired to 2h to indicate 64 bit base address.

0 |Memory/IO Space

Default Value: Ob

Access: RO

Hardwired to O to indicate memory space.
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Command Reference: Registers

GFX_MOCS_0 - Graphics MOCS Register0

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000030
Size (in bits): 32
Address: 0C800h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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GFX_MOCS_0 - Graphics MOCS Register0

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

54

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2,1, or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Graphics MOCS Register1
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GFX_MOCS_1 - Graphics MOCS Register1

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000034
Size (in bits): 32
Address: 0C804h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target
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GFX_MOCS_1 - Graphics MOCS Register1

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2,1, or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed

1:0

LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Graphics MOCS Register2

Command Reference: Registers

GFX_MOCS_2 - Graphics MOCS Register2

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000038
Size (in bits): 32
Address: 0C808h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
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Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

54

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2,1, or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed
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§:
~ o

:0 |LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_3 - Graphics MOCS Register3

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000031
Size (in bits): 32
Address: 0C80Ch
MOCS register
DWord | Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
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Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

54

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

01b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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GFX_MOCS_4 - Graphics MOCS Register4

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0C810h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
Bit[8]=1: address bit[9] needs to be "0" to cache in target
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Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching

Default Value:

Ob

Access:

R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value:

Ob

Access:

R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the

line (applicable to LLC/eDRAM).
0: Allocate on MISS (normal cache behavior)
1: Do NOT allocate on MISS

54

LRU management

Default Value:

11b

Access:

R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.
10: Poor chance of generating hits
01: Don't change the LRU if it is a HIT
00: Reserved

3:2

Target Cache

Default Value:

00b

Access:

R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed
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§:
~ o

:0 |LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Graphics MOCS Register5

GFX_MOCS_5 - Graphics MOCS Register5

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0C814h
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

10b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register6

GFX_MOCS_6 - Graphics MOCS Register6

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0C818h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
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10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care

Bit[8]=1: address bit[9] needs to be "0" to cache in target

Bit[9]=1: address bit[10] needs to be "0" to cache in target

Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

54

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if itis a HIT

00: Reserved
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:2 | Target Cache

Default Value: 10b
Access: R/W
This field allows the choice of LLC vs eLLC for caching
00: eLLC Only
01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed

1:0 [LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_7 - Graphics MOCS Register7

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0C81Ch
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

11b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register8

GFX_MOCS_8 - Graphics MOCS Register8

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0C820h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
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10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care

Bit[8]=1: address bit[9] needs to be "0" to cache in target

Bit[9]=1: address bit[10] needs to be "0" to cache in target

Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

54

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if itis a HIT

00: Reserved
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:2 | Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching
00: eLLC Only
01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed

1:0 [LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Graphics MOCS Register9

GFX_MOCS_9 - Graphics MOCS Register9

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0C824h
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

11b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register10

GFX_MOCS_10 - Graphics MOCS Register10

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0C828h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
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GFX_MOCS_10 - Graphics MOCS Register10

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care

Bit[8]=1: address bit[9] needs to be "0" to cache in target

Bit[9]=1: address bit[10] needs to be "0" to cache in target

Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

54

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if itis a HIT

00: Reserved
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(lntel 9
3

:2 | Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching
00: eLLC Only
01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed

1:0 [LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Graphics MOCS Register11

GFX_MOCS_11 - Graphics MOCS Register11

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0C82Ch
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

10b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)

Doc Ref # IHD-OS-BXT-Vol 2b-05.17

299




Qn_til

Command Reference: Registers

Graphics MOCS Register12

GFX_MOCS_12 - Graphics MOCS Register12

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0C830h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from IA
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
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GFX_MOCS_12 - Graphics MOCS Register12

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care

Bit[8]=1: address bit[9] needs to be "0" to cache in target

Bit[9]=1: address bit[10] needs to be "0" to cache in target

Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

54

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if itis a HIT

00: Reserved
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(lntel 9
3

:2 | Target Cache

Default Value: 10b
Access: R/W
This field allows the choice of LLC vs eLLC for caching
00: eLLC Only
01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed

1:0 [LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Graphics MOCS Register13

GFX_MOCS_13 - Graphics MOCS Register13

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0C834h
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

11b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register14

GFX_MOCS_14 - Graphics MOCS Register14

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0C838h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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GFX_MOCS_14 - Graphics MOCS Register14

Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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§:
~ o

:0 |LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Graphics MOCS Register15

GFX_MOCS_15 - Graphics MOCS Register15

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0C83Ch
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed
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GFX_MOCS_15 - Graphics MOCS Register15

1:0

LLC/eDRAM cacheability control

Default Value:

11b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register16

GFX_MOCS_16 - Graphics MOCS Register16

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000030
Size (in bits): 32
Address: 0C840h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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GFX_MOCS_16 - Graphics MOCS Register16

Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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§:
~ o

:0 |LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Graphics MOCS Register17

GFX_MOCS_17 - Graphics MOCS Register17

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000034
Size (in bits): 32
Address: 0C844h
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

00b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register18

GFX_MOCS_18 - Graphics MOCS Register18

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000038
Size (in bits): 32
Address: 0C848h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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:0 |LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_19 - Graphics MOCS Register19

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000031
Size (in bits): 32
Address: 0C84Ch
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

01b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register20

GFX_MOCS_20 - Graphics MOCS Register20

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0C850h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume |IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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:0 |LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_21 - Graphics MOCS Register21

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0C854h
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

10b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register22

GFX_MOCS_22 - Graphics MOCS Register22

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0C858h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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:0 |LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_23 - Graphics MOCS Register23

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0C85Ch
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if itis a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

11b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register24

GFX_MOCS_24 - Graphics MOCS Register24

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0C860h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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GFX_MOCS_24 - Graphics MOCS Register24

Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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:0 |LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_25 - Graphics MOCS Register25

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0C864h
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care

Doc Ref # IHD-OS-BXT-Vol 2b-05.17 339




Command Reference: Registers

GFX_MOCS_25 - Graphics MOCS Register25

Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

11b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register26

GFX_MOCS_26 - Graphics MOCS Register26

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000032
Size (in bits): 32
Address: 0C868h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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:0 |LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_27 - Graphics MOCS Register27

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000036
Size (in bits): 32
Address: 0C86Ch
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from IA
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

10b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)

Doc Ref # IHD-OS-BXT-Vol 2b-05.17

347




Qn_til

Command Reference: Registers

Graphics MOCS Register28

GFX_MOCS_28 - Graphics MOCS Register28

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003A
Size (in bits): 32
Address: 0C870h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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GFX_MOCS_28 - Graphics MOCS Register28

Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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:0 |LLC/eDRAM cacheability control

Default Value: 10b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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Graphics MOCS Register29

GFX_MOCS_29 - Graphics MOCS Register29

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000033
Size (in bits): 32
Address: 0C874h
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care

Doc Ref # IHD-OS-BXT-Vol 2b-05.17 351




Command Reference: Registers

GFX_MOCS_29 - Graphics MOCS Register29

Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

11b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register30

GFX_MOCS_30 - Graphics MOCS Register30

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000037
Size (in bits): 32
Address: 0C878h
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W

Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A

In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)

1: Hardware will snoop the |A caches while accessing this surface

0: Hardware will not snoop the IA caches while accessing this surface

Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped

Note: S/W should NOT set this field in client platforms

13:11 | Page Faulting Mode
Default Value: 000b

Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8 |Skip Caching control
Default Value: 000b

Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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:0 |LLC/eDRAM cacheability control

Default Value: 11b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_31 - Graphics MOCS Register31

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x0000003B
Size (in bits): 32
Address: 0C87Ch
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching

Default Value: Ob

Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b

Access: R/W

This field allows the choice of LLC vs eLLC for caching
00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed

11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

11b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register32

GFX_MOCS_32 - Graphics MOCS Register32

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000030
Size (in bits): 32
Address: 0C880h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 00b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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§:
~ o

:0 |LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_33 - Graphics MOCS Register33

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000034
Size (in bits): 32
Address: 0C884h
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the IA caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W

This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:

000: Use the global page faulting mode from context descriptor (default)

001-111: Reserved

10:8

Skip Caching control
Default Value: 000b
Access: R/W

Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 01b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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1:0

LLC/eDRAM cacheability control

Default Value:

00b

Access:

R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)

01: Uncacheable (UC) - non-cacheable
10: Writethrough (WT)
11: Writeback (WB)
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Graphics MOCS Register34

GFX_MOCS_34 - Graphics MOCS Register34

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000038
Size (in bits): 32
Address: 0C888h
MOCS register
DWord| Bit Description
0 31:15 |Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent all the time. IA-core generated WB buffers can
only be consumed by GPU if that buffer is tagged as snoop-able in GPUs buffer definitions (or via
GPU Page tables)
1: Hardware will snoop the |A caches while accessing this surface
0: Hardware will not snoop the IA caches while accessing this surface
Note: There is a performance and power penalty in accessing surfaces that are tagged as
snooped
Note: S/W should NOT set this field in client platforms
13:11 | Page Faulting Mode
Default Value: 000b
Access: R/W
This fields controls the page faulting mode that will be used in the memory interface block for
the given request coming from this surface:
000: Use the global page faulting mode from context descriptor (default)
001-111: Reserved
10:8 |Skip Caching control
Default Value: 000b
Access: R/W
Defines the bit values to enable caching. Outcome overrides the LLC caching for the surface.
If "0" - than corresponding address bit value is don't care
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Bit[8]=1: address bit[9] needs to be "0" to cache in target
Bit[9]=1: address bit[10] needs to be "0" to cache in target
Bit[10]=1: address bit[11] needs to be "0" to cache in target

Enable Skip Caching
Default Value: Ob
Access: R/W

Enable for the Skip cache mechanism
0: Not enabled
1: Enabled for LLC

Dont allocate on miss

Default Value: Ob

Access: R/W

Controls defined for RO surfaces in mind, where if the target cache is missed - don't bring the
line (applicable to LLC/eDRAM).

0: Allocate on MISS (normal cache behavior)

1: Do NOT allocate on MISS

5:4

LRU management

Default Value: 11b

Access: R/W

This field allows the selection of AGE parameter for a given surface in LLC or eLLC. . If a particular
allocation is done at youngest age 3 it tends to stay longer in the cache as compared to older
age allocations - 2, 1 or 0. This option is given to driver to be able to decide which surfaces are
more likely to generate HITs, hence need to be replaced least often in caches.

11: Good chance of generating hits.

10: Poor chance of generating hits

01: Don't change the LRU if it is a HIT

00: Reserved

3:2

Target Cache

Default Value: 10b
Access: R/W
This field allows the choice of LLC vs eLLC for caching

00: eLLC Only

01: LLC Only

10: LLC/eLLC Allowed
11: LLC/eLLC Allowed
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§:
~ o

:0 |LLC/eDRAM cacheability control

Default Value: 00b

Access: R/W

Memory type information used in LLC/eDRAM.

00: Use Cacheability Controls from page table / UC with Fence (if coherent cycle)
01: Uncacheable (UC) - non-cacheable

10: Writethrough (WT)

11: Writeback (WB)
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GFX_MOCS_35 - Graphics MOCS Register35

Register Space: MMIO: 0/2/0
Source: BSpec
Default Value: 0x00000031
Size (in bits): 32
Address: 0C88Ch
MOCS register
DWord| Bit Description
0 31:15 | Reserved
Default Value: 00000000000000000b
Access: RO
14 | Snoop Control Field
Default Value: Ob
Access: R/W
Enables s/w to have GFX h/w to be able to consume IA generated buffers that are tagged as WB.
Driver can mark these buffers as WB when generating them from 1A
In LP-SOCs, the fabric is not forced to be coherent a