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Introduction
For BDW, the hardware supports three engines:

1 The Render command streamer intefaces to 3D/IE and display streams.
I The Media command streamer interfaces to the fixed function media.
I The Blitter command streamer interfaces to the blit commands.

Software interfaces of all three engines are very similar and should only differ on engine-specific
functionality.

Memory Views Glossary

Term Definition
BDW Broadwell CPU/GFX platform. 8th generation processor graphics (Gen8).
IOMMU I/O Memory Mapping unit
SVM Shared Virtual Memory, implies the same virtual memory view between the IA cores and
processor graphics.
Page Walker GFX page walker which handles page level translations between GFX virtual memory to physical
(GAM) memory domain.

GPU Memory Interface

GPU memory interface functions are divided into 4 different major sections:

1 Global Arbitration
1 Memory Interface Functions
1 Page Translations (GFX Page Walker)
1 Ring Interface Functions (GTI)
GT Interface functions are covered at a different chapter/HAS and not part of this documentation. The

following docum entation is meant for GFX arbitration paths in accessing to memory/cache interfaces and
page translations and page walker functions.

Doc Ref # IHD-OS-BDW-Vol 5-10.15 1
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Global Arbitration

The global memory arbitration fabric is meant to be a hierarchal memory fabric where memory accesses
from different stages of the pipeline are consolidat
CPUBds ring interface.

The arbitration on the fabric is programmable via a simple per pipeline stage priority levels.

The final arbitration takes places in GAM between parallel compute engines. Each engine (in some cases
major pipeline stages are also separated, i.e. Z vs Color vs L3 vs Fixed Functions) gets a count in a grace
period where its accesses are counted against a global pool. If a particular engire (or pipeline stage)
exhausts its max allowed, it is dropped to a lower priority and goes to fixed pipeline based prioritization.
Once all counts are expired, the grace period completes and resets.

The count values are programmable via MMIO (i.e. *_ MAX_RB_COUNT) registers with defaults favoring
the pipeline order.

GFX MMIO 8 MCHBAR Aperture

Address: 140000h 8 147FFFh
Default Value: Same as MCHBAR
Access: Aligned Word, Dword, or Qword Read/Write

This range defined in the graphics MMIO range is an aliaswith which graphics driver can read and write
registers defined in the MCHBAR MMIO space claimed through Device #0. Attributes for registers
defined within the MCHBAR space are preserved when the same registers are accessed via this space.
Registers thatthe graphics driver requires access to are Rank Throttling, GMCH Throttling, Thermal
Sensor, etc.

The Alias functions work for MMIO access from the CPU only. A command stream load register
immediate will drop the data, and the store register immediate will return all Zeroes.

Graphics MMIO registers can be accessed through MMIO BARs in function #0 and function #1 in Device
#2. The aliasing mechanism is turned off if memory access to the corresponding function is turned off via
software or in certain power states.
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Graphics Memory Interface Functions

The major role of an integrated graphics deviceds
client functions access to o0graphicsdé memory wused
used by the graphics device. This chapter describes the basic mechanisms and paths by which graphics
memory is accessed.

Information not presented in this chapter includes:

1 Microarchitectural and implementation -dependent features (e.g., internal buffering, caching,and
arbitration policies).

1 Ml functions and paths specific to the operation of external (discrete) devices attached via external
connections.

1 Ml functions essentially unrelated to the operation of the internal graphics devices, .e.g., traditional
oOchifpsedti onsé

1 GFX Page Walker and GT interface functions are covered in different chapters.
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Memory Views

Graphics Mem ory Clients

The MI function provides memory access functionality to a number of external and internal graphics
memory clients, as described in the table below.

Graphics Memory Clients

MI Client

Access Modes

Host Processor

Read/Write of Graphics Operands located in Main Memory. Graphics Memory is accessed
using Device 2 Graphics Memory Range Addresses

External PEG Graphics

Device

Write-Only of Graphics Operands located in Main Memory via the Graphics Aperture. (This
client is not described in this chapter).

Peer PCI Device

Write-Only of Graphics Operands located in Main Memory. Graphics Memory is accessed
using Device 2 Graphics Memory Range Addresses @., mapped by GTT). Note that DMI
access to Graphics registers is not supported.

Coherent Read/Write

(internal)

Internally-generated snooped reads/writes.

Command Stream
(internal)

DMA Read of graphics commands and related graphics data.

Vertex Stream

DMA Read of indexed vertex data from Vertex Buffers by the 3D Vertex Fetch (VF) Fixed

(internal) Function.

Instruction/State Read of pipelined 3D rendering state used by the 3D/Media Functions and instructions
Cache (internal) executed by the EUs.

Render Cache Read/Write of graphics data operated upon by the graphics rendering engines (Blitter, 3D,
(internal) MPEG, etc.) Read of render surface state.

Sampler Cache Read of texture (and other sampled surface) data stored in graphics memory.

(internal)

Display/Overlay Read of display, overlay, cursor, and VGA data.

Engines (internal)

Media Engines

Read and write of media content and media processing.

uController

Read/Write (DMA) functions for u-controller and scheduler.
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Graphics Memory Addressing Overview

The Memory Interface function provides access to graphics memory (GM) clients. It accepts memory
addresses of various types, performs a number of optional operations along address paths and
eventually performs reads and writes of graphics memory data using the resultant addresses. The
remainder of this subsection will provide an overview of the graphics memory clients and address
operations.

Graphics Address Path

Graphics Address Patlshows the internal graphics memory address path, connection points, and optional
operations performed on addresses. Externallysupplied addresses are normalized to zeroc-based
Graphics Memory(GM) addresse$GM_Address). If the GM address is determined to be a tiled address
(based on inclusion in a fenced region or via explicit surface parameters),address tilingis performed. At
this point the address is considered a Logical Memory addressand is translated into a Physical Memory
addressvia the GTT and associated TLBs. The physical memory location is then accessed.

CPU acesses to graphics memory are sent back on the ring to snoop. Hence pages that are mapped
cacheable in the GTT will be coherent with the CPU cache if accessed through graphics memory aperture.
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Memory Views

The remainder of this chapter describesthe basic features of the graphics memory address pipeline,
namely Address Tiling, Logical Address Mapping, and Physical Memory types and allocation
considerations.
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The Graphics Memory Address Types table lists the five suported Graphics Memory Address Spaces.
Note that the Graphics Memory Range Removal function is automatically performed to transform system
addresses to internal, zero-based Graphics Addresses.

Graphics Memory Address Types

Address
Type Description Range Gen8(BDW)

GMADR | Address range allocated via the Device 2 (integrated Thisis a 4 GB BAR|128 MB, 256 MB,
graphics device) GMADR register. The processor and other |above physical 512 MB, 1GB, 2GB
peer (DMI) devices utilize this address space to read/write memory. 4GB
graphics data that resides in Main Memory. This address is
internally converted to a GM_Address.

GTTMMADR| The combined Graphics Translation Table Modification This is a 16MB BAR 16 MB (2 MB

Range and Memory Mapped Range. The range requires 16 |above physicd MMIO + 6 MB
MB combined for MMIO and Global GTT aperture, with 8 MB| memory. reserved + 8 MB
of that used by MMIO and 8 MB used by GTT. GTTADR GGTT)
begins at GTTMMADR 8 MB while the MMIO base address ig
the same as GTTMMADR.
For the Global GTT, this range is defined as a memory BAR
in graphics device config space It isan alias into which
software is required to write Page Table Entry values (PTES).
Software may read PTE values from the global Graphics
Translation Table GTT. PTEs cannot be written directly into
the global GTT memory area.

GSM GTT Stolen Memory. It is an 8 MB (max) region taken out of | This is an 8 MB 1 MB, 2 MB, 4 MB,
physical memory to store the Global GTT entries for page region in physical |8 MB
translations specific to GFX driver use. memory not visible

It is accessible via GTTMMADR fromhe CPU path however |to OS.
GPU/DE can access the same region directly.
DSM Data stolen memory, the size is determined with GMS filed |Thisis a maxof4 [0 MB, 32 MB, 64

(8 bits) with MAX size of 4 GB.

This is a $olen memory which can be accessed via GMADR
for CPU and directly for GPU/DE.

Size is programmable with 32 MB multiplier.

Due to a workaround, first 4KB of DSM has to be reserved

for GFX hardware use during render engine execution.

GBstolen physical
memory for GFX
data structures.

MB, 96 MB,
...4096MB
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Address Tiling Function Introduction

When dealing with memory operands (e.g., graphics surfaces) that are inherently rectangular in nature,
certain functions within the graphics device support the storage/access of the operands using alternative
(tiled) memory formats to increase performance. This section describes these memory storage formats,
why and when they should be used, and the behavioral mechanisms within the device to support them.

Legacy Tiling Modes:
9 TileY: Used for most tiled surfaces whenTR_MODETR_NONE.

9 TileX : Used primarily for display surfaces.
1 TileW: Used for Stencil surfaces.

Linear vs Tiled Storage

Regardless of the memoryr t memgey fopemaandidhdaccavangus
height, and are considered as residing within an enclosing rectangular region whose width is considered

the pitch of the region and surfaces contained within. Surfaces stored within an enclosing region must

have widths less than or equal to the region pitch (indeed the enclosing region may coincide exactly with

the surface).Rectangular Memory Operand Parametershows these parameters.

Rectangular Memory Operand Parameters

Region Start .
Address + Pitch ]
K >
Enclosing Region
/ » 3
Surface Start

Address %
Surface =
=

¥

‘ Width .

B&s20-01

The simplest storage format is the linear format (see Linear Surface Layout where each row of the

operand is stored in sequentially increasing memory locations. If the surface width is less than the

encl osing regionds pitch, there wild]l be addiheg i onal
regionds pitch. The pitch of the enclosing region d
between vertically-adjacent operand elements (e.g., pixels, texels).
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The linear format is best suited for 1-dimensional row-sequential access patterns (e.g., a display surface
where each scanline is read sequentially). Here the fact that one object element may reside in a different
memory page than its vertically-adjacent neighbors is not significant; all that matters is that horizontally -
adjacent elements are stored contiguously. However, when a device function needs to access a 2D
subregion within an operand (e.g., a read or write of a 4x4 pixel span by the 3D renderer, a read of a 2x2
texel block for bilinear filtering), hav ing vertically-adjacent elements fall within different memory pages is
to be avoided, as the page crossings required to complete the access typically incur increased memory
latencies (and therefore lower performance).

One solution to this problem is to div ide the enclosing region into an array of smaller rectangular
regions, called memory tiles. Surface elements falling within a given tile will all be stored in the same
physical memory page, thus eliminating page-crossing penalties for 2D subregion accesseswithin a tile
and thereby increasing performance.

Tiles have a fixed 4KB size and are aligned to physical DRAM page boundaries. They are either 8 rows
high by 512 bytes wide or 32 rows high by 128 bytes wide (see Memory Tile Dimensiong. Note that the
dimensions of tiles are irrespective of the data contained within d e.g., a tile can hold twice as many 16
bit pixels (256 pixels/row x 8 rows = 2K pixels) than 32 bit pixels (128 pixels/row x 8 rows = 1K pixels).
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The pitch of a tiled enclosing region must be an integral number of tile widths.The 4KB tiles within a tiled
region are stored sequentially in memory in row-major order.

The Tiled Surface Layoufigure shows an example of a tiled surface located within a tiled region with a
pitch of 8 tile widths (512 bytes * 8 = 4KB). Note that it is the enclosing regionthat is divided into tiles o
the surface is not necessarily aligned or dimensioned to tile boundaries.

Tiled Surface Layout

Tiled Region
Pitch = 8 tiles = 8% 5128 = 4 KB }i

F 3

I
ET I
Page

Sl Tile D Tile 1 Tile 2 Tile 3 Tile 4 Tile 5 Tile 6 Tile 7

Tile & Tile9 | Tilei1o | Tile11 | Tile 12 | Tile 13 TiIeI].4 Tile 15

Tile 16 | Tile 17 | Tile 18 | Tile 19 | Tile 20 | Tile 21 TiIEI22 Tile 23

Tile 24 | Tile 25 | Tile 26 | Tile 27 | Tile 28 | Tile 29 TilE!I3|:| Tile 31

]
Tile 32 | Tile 33 Y Tile 34 | Tile 35 | Tile 36 | Tile 37 TiIEI3Ei Tile 39

Tile 40 | Tile 41 | Tile 42 | Tile 43 | Tile 44 | Tile 45 Tilelflﬁ Tile 47

Tile 48 | Tile 49 | Tile 50 | Tile 51 | Tile 52 | Tile 53 T”EFE Tile 55
-

Tile 56 | Tile 5 Tile 58 | Tile 59 | Tile 60 | Tile 61 | Tile 62 | Tile 63

Tiled Surface —

Beeaz-01
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Tile Formats
Multiple tile formats are support ed by the Gen Core. The following sections define and describe these
formats.

Tiling formats are controlled by programming the fields Tile_Mode and Tiled_Resource_Mode in the
RENDER_SURFACE_STATE.

Tile-X Legacy Format

The legacy format Tile-X is aX-Major (row-major) storage of tile data units, as shown in the following
figure. It is a 4KB tile which is subdivided into an 8 high by 32-wide array of 16-byte OWords . The
selection of tile direction only impacts the internal organization of tile data, and does not affect how
surfaces map onto tiles. Note that an X-major tiled region with a tile pitch of 1 tile is actually stored in a
linear fashion.

Tile-X format is selected for a surface by programming the Tiled_Mode field in RENDER_SURFACE_STATE
to XMAJOR.

For 3D sampling operation, a surface using Tile X layout is generally lower performance the organization
of texels in memory.

Tile X-Tile (X-Major) Layout
X-Major Tile
4 32 16B Oword Columnns i o

b b b Dby QY Dby
1] 1 2 29 30 31

b b b by QWY Dby
32 33 34 61 62 63

oW | ow [ ow .. ow | ow | ow
224 | 225 | 226 253 | 254 | 255

O O——————— ]
| |
[ ]

BE&34-01
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Tile-Y Legacy Format

The device supports Tile' Y legacy format which is Y-Major (column major) storage of tile data units, as
shown in the following figure. A 4KB tile is subdivided 32-high by 8-wide array of OWords. The selection
of tile direction only impacts the internal organization of tile data, and does not affect how surfaces map
onto tiles.

Tile-Y surface format is selected by programming the Tile_Mode field in RENDER_SURFACE_STATE to
YMAJOR.

Note that 3D sampling of a surface in Tile-Y format is usually has higher performance due to the layout
of pixels.

Y-Major Tile Layout

Y-Major Tile
l———— 25 168 OWord Colurmns—————»
[ ow | ow O | W
O 32 192 224
H E B
A Ay 21y 1y
1 33 193 225
0
[a
o [ | | |
[} | | |
E [ | | |
vy | O N oW | O
v 31 63 223 255

Boee5-01
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The following pseudo -code describes the algorithm for translating a tiled memory surface in graphics

memory to an address in logical space.

Inputs:
LinearAddress (offset into regular or LT aperture in terms of bytes)
Pitch (in terms of tiles)
Walky (1 for Y and 0 for X)
WalkW (1 for W and O for the rest)
Static Parameters:
TileH (Height of tile, 8 for X, 32 for Y, and 64 for W),
TileW (Width of Tile in bytes, 512 for X, 128 for Y, and 64 for W)

TileSize = TileH * TileW;
RowSize = Pitch * TileSize;
If (Fenced ) {
LinearAddress = LinearAddress I FenceBaseAddress;
LinearAddrInTileW = LinearAddress div TileW;
Xoffset_inTile = LinearAddress mod TileW;
Y = LinearAddrInTileW div Pitch;
X = LinearAddrInTil eW mod Pitch + Xoffset_inTile;

}

/I Internal graphics clients that access tiled memory already have the X, Y coordinates and
can start here.
YOff_Within_Tile = Y mod TileH;
XOff_Within_Tile = X mod TileW;
TileNumber_InY =Y div TileH;
TileNumber_In X = X div TileW,;
TiledOffsetY = RowSize * TileNumber_InY + TileSize * TileNumber_InX +
TileH * 16 * (XOff_Within_Tile div 16) + YOff_Within_Tile * 16 + (XOff_Within_Tile
mod 16);
TiledOffsetW = RowSize * TileNumber_InY + TileSize * TileNumber_In X+
TileH * 8 * (XOff_Within_Tile div 8) +
64 * (YOff_Within_Tile div 8) +
32 * ((YOff_Within_Tile div 4) mod 2) +
16 * (XOff_Within_Tile div 4) mod 2) +
8 * ((YOff_Within_Tile div 2) mod 2) +
4 * ((XOff_Within_Tile div 2) mod 2) +
2 * (YOff_Within_Tile mod 2) +
(XOff_Within_Tile mod 2);
TiledOffsetX = RowSize * TileNumber_InY + TileSize * TileNumber_InX + TileW *
YOff_Within_Tile + XOff_Within_Tile;
TiledOffset = Walk W ? TiledOffsetW : (WalkY ? TiledOffsetY : TiledOffsetX);
TiledAddress = Tiled ? (BaseAddress + TiledOffset) : (BaseAddress + Y*LinearPitch + X);
TiledAddress = (Tiled &&
(Address Swizzling for Tiled - Surfaces == 01)) ?
(Walkw || WalkY) ?
(TiledAddress div 128) * 128 +
(((TiledAddress div 64) mod 2) ~
((TiledAddress div 512) mod 2)) +
(TiledAddress mod 32)

(TiledAddress div 128) * 128 +
(((TiledAddress div 64) mod 2) »
((TiledAddress div 512) mod 2)
((TiledAddress Div 1024) mod2) +
(TiledAddress mod 32)

;I'iledAddress;
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For BDW and subsequent generations, Address Swizzling for TiledSurfaces is no longer used because
the main memory controller has a more effective address swizzling algorithm.

For Address Swizzling for Tiled Surfaces see ARB_MODE Arbiter Mode Control register, ARB_CTAH
Display Arbitration Control 1, and TILECTL: Tile Control register.

The Y-Major tile formats have the characteristic that a surface element in an even row is located in the
same aligned 64-byte cacheline as the surface element immediately below it (in the odd row). This spatial
locality can be exploited to increase performance when reading 2x2 texel squares for bilinear texture
filtering, or reading and writing aligned 4x4 pixel spans from the 3D Render pipeline.

On the other hand, the X-Major tile format has the characteristic that horizontally -adjacent elements are
stored in sequential memory addresses. This spatial locality is advantageous when the surface is scanned
in row-major order for operations like display refresh. For this reason, the Display and Overlay memory
streams only support linear or X-Major tiled surfaces. (Y-Major tiling is not su pported by these functions.)
This has the side effect that 2D- or 3D-rendered surfaces must be stored in linear or XxMajor tiled

formats if they are to be displayed. Non-d i spl ayed surfaces, e.g., oOrender

in Y-Major order.

Tiled Channel Select Decision

Before Gen8, there was a historical configuration control field to swizzle address bit[6] for in X/Y tiling

modes. This was set in three different places: TILECTL[1:0], ARB_MODE[5:4], and DISP_ARB_CTL[14:13].

For Gen8 and subs@uent generations, the swizzle fields are all reserved, and the CPU's memory
controller performs all address swizzling modifications.

Tiling Support

The rearrangement of the surface elements in memory must be accounted for in device functions
operating up on tiled surfaces. (Note that not all device functions that access memory support tiled
formats). This requires either the modification
formula to convert an el ement dysaddkssY coordinates

However, before tiled-address generation can take place, some mechanism must be used to determine
whether the surface elements accessed fall in a linear or tiled region of memory, and if tiled, what the tile
region pitch is, and whether the tile d region uses X-Major or Y-Major format. There are two mechanisms
by which this detection takes place: (a) an implicit method by detecting that the pre -tiled (linear) address
falls within a o0fenceddé til ed r eggparametersforsufdceé by
operands (i.e., parameters included in surfacedefining instructions).
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The following table identifies the tiling -detection mechanisms that are supported by the various memory
streams.

Access Path Tiling -Detection Mechanisms Suppor ted

Processor access through the Graphics Memory Aperturg Fenced Regions

3D Render (Color/Depth Buffer access) Explicit Surface Parameters
Sampled Surfaces Explicit Surface Parameters
Blt operands Explicit Surface Parameters
Display and Overlay Surfaes Explicit Surface Parameters

Tiled (Fenced) Regions

The only mechanism to support the access of surfaces in tiled format by the host or external graphics

client is to place them within o60fencedd tillbadk regi o
of Graphics Memory specified using one of the sixteen FENCE device registers. (Sddemory Interface

Registersfor details). Surfaces contained within a fenced region are considered tiled from an external

access point of view. Note that fences cannotbe used to untile surfaces in the PGM_Address space since

external devices cannot access PGM_Address space. Even if these surfaces (or any surfaces accessed by

an internal graphics client) fall within a region covered by an enabled fence register, that enable will be

effectively masked during the internal graphics client access. Only the explicit surface parameters

described in the next section can be used to tile surfaces being accessed by the internal graphics clients.

Restriction: Each FENCEegister (if its Fence Valid bit is set) defines a Graphics Memory region ranging
from 4KB to the aperture size. The region is considered rectangular, with a pitch in tile widths from 1 tile
width (128B or 512B) to 512 tile X widths (512 * 512B = 256KB) ad 2048 tile Y widths (2048 * 128B =
256KB). Note that fenced regions must not overlap, or operation is UNDEFINED.

Context: Tiled (Fenced) Regions

Restriction: Also included in the FENCE register is a Tile Walk field that specifies which tildormat

applies to the fenced region.
Context: Tiled (Fenced) Regions
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Tiled Surface Parameters

Internal device functions require explicit specification of surface tiling parameters via information passed
in commands and state. This capability is providedto limit the reliance on the fixed number of fence
regions.

The following table lists the surface tiling parameters that can be specified for 3D Render surfaces (Color
Buffer, Depth Buffer, Textures, etc.) via SURFACE_STATE.

Surface
Parameter Description
Tiled Surface If ENABLED, the surface is stored in a tiled format. If DISABLED, the surface is stored in a linear
format.
Tile Walk If Tiled Surface is ENABLED, this parameter specifies whether the tiled surface is stored in-Y

Major or X-Major tile formart.

Base Address Additional restrictions apply to the base address of a Tiled Surface vs. that of a linear surface.

Pitch Pitch of the surface. Note that, if the surface is tiled, this pitch must be a multiple of the tile
width.

Tiled Surface Restriction s

Additional restrictions apply to the Base Address and Pitch of a surface that is tiled. In addition,
restrictions for tiling via SURFACE_STATE are subtly different from those for tiling via fence regions. The
most restricted surfaces are those that will be accessed both by the host (via fence) and by internal
device functions. An example of such a surface is a tiled texture that is initialized by the CPU and then
sampled by the device.

The tiling algorithm for internal device functions is different from that of fence regions. Internal device
functions always specify tiling in terms of a surface. The surface must have a base address, and this base
addressis not subject to the tiling algorithm . Only offsetsfrom the base address (as calculated by X, Y
addressing within the surface) are transformed through tiling. The base address of the surface must
therefore be 4KB-aligned. This forces the 4KB tiles of the tiling algorithm to exactly align with 4KB device
pages once the tiling algorithm has been applied to the offset. The width of a surface must be less than
or equal to the surface pitch. There are additional considerations for surfaces that are also accessed by
the host (via a fence region).

Fence regions have no base address per se. Host linear addressdbat fall in a fence region are translated
in their entirety by the tiling algorithm. It is as if the surface being tiled by the fence region has a base
address in graphics memory equal to the fence base address, and all accesses of the surfaces are

(possbl 'y quite | arge) offsets from the fence base add
with the fence base address, and a oright edged tha
edgedé. Surfaces in the I|étherecheundaregi on must not stradd

Base addresses of surfaces that are to be accessed both by an internal graphics client and by the host

have the tightest restrictions. In order for the surface to be accessed without GTT remapping, the

surface base address (assetis URFACE _STATE) must be a o0Tile Row St
address in each tile row of the fence region is a Tile Row Start Address. The first TRSA is the fence base
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address. Each TRSA can be generated by adding an integral multiple of the row sie to the fence base
address. The row size is simply the fence pitch in tiles multiplied by 4KB (the size of a tile.)

Tiled Surface Placement

F Region “Right Edge” —
Surface base Address = Ence Reglon kg qe

Tile Start Address

J32B 5w =
Fence Base Linear (pre-tiled] Addresses Increase 2 16B DWs
Address =y » L i
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Fence Region
“Left Edge” =
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The pitch in SURFACE_STATE must be set equal to the pitch of the fence that will be used by the host to
access he surface if the same GTT mapping will be used for each access. If the pitches differ, a different
GTT mapping must be used to eliminate the oO0extrabd
rows at the right side of the larger pitch. Obviously no part of the surface that will be accessed can lie in
pages that exist only in one mapping but not the other. The new GTT mapping can be done manually by

SW between the time the host writes the surface and the device reads it, or it can be accomplished by
arranging for the client to use a different GTT than the host (the PPGTT-- see Logical Memory Mapping
below).

The width of the surface (as set in SURFACE_STATE) must be less than or equal to both the surface pitch
and the fence pitch in any scenario where a surface will be accessed by both the host and an internal
graphics client. Changing the GTT mapping will not help if this restriction is violated.
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Surface Access

Base Address

Pitch

Width

Til e oWal

Host only No restriction Integral multiple of tile si ze |Must be <= Fence |No restriction
<= 256KB Pitch
Client only 4KB-aligned Integral multiple of tile size | Must be <= Restrictions imposed by

<= 256KB

Surface Pitch

the client (see Per Stream
Tile Format Support)

Host and Client, |Must be TRSA Fence Pitch = Surface Pitch| Width <= Pitch Surface Walk must meet
No GTT = integral multiple of tile client restriction, Fence
Remapping size <= 256KB Walk = Surface Walk

Host and Client, |4KB-aligned for Both must be Integral Width <= Surface Walk must meet

GTT Remapping

client (will be tile-
aligned for host)

multiple of tile size
<=128KB, but not
necessarily the same

Min(Surface Pitch,
Fence Pitch)

client restriction, Fence
Walk = Surface Walk

Per-Stream Tile Format Support

MI Client Tile Formats Supported
CPU Red/Write | All
Display/Overlay | Y-Major not supported.
X-Major required for Async Flips
BIt Linear and XMajor only
No Y-Major support
3D Sampler All Combinations of TileY, TileX and Linear are supported. TileY is the fastest, Linear is the slowe

3D Color,Depth

Rendering Mode
Color-vs-Depth bpp

Buffer Tiling Supported

Classical
Same Bpp

Both Linear
Both TileX
Both TileY
Linear & TileX
Linear & TileY
TileX & TileY

Classical
Mixed Bpp

Both Linear
Both TileX
Both TileY
Linear & TileX
Linear & TileY
TileX & TileY

18
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Main Memory

The integrated graphics device is capable of using 4KB pages of physical main (system) memory for
graphics functions. Some of this main memory can be
initialization (e.g., for a VGA buffer). However, most graphics operands are dynamically allocated to

satisfy application demands. To this end the graphics driver frequently needs to allocate locked-down

(i.e., nonswappable) physical system memory pagesd typically from a cacheable non-paged pool. The

locked pages required to back large surfaces are typically noncontiguous. Therefore a means to support

Ol ogicoanltliyyuousdé surfaces backed by discontiguous pt
Translation Table (GTT) destbed in previous sections provides the means.

Optimizing Main Memory Allocation

This section includes information for software developers on how to allocate SDRAM Main Memory (SM)
for optimal performance in certain configurations. The general idea is that these memories are divided
into some number of page types, and careful arrangement of page types both within and between
surfaces (e.g., between color and depth surfaces) results in fewer page crossings and therefore yields
somewhat higher performance.

The algorithm for allocating physical SDRAM Main Memory pages to logical graphics surfaces is
somewhat complicated by (1) permutations of memory device technologies (which determine page sizes
and therefore the number of pages per device row), (2) memory device row population options, and (3)
limitations on the allocation of physical memory (as imposed by the OS).

However, the theory to optimize allocation by limiting page crossing penalties is simple: (a) Switching
between open pages is optimal (again, the pages do not need to be sequential), (b) Switching between
memory device rows does not in itself incur a penalty, and (c) Switching between pages within a
particular bank of a row incurs a page miss and should therefore be avoided.

Application of the Theor vy (Page Coloring)

This section provides some scenarios of how Main Memory page allocation can be optimized.

3D Color and Depth Buffers

Here we want to minimize the impact of page crossings (a) between corresponding pages (1-4 tiles) in

the Color and Depth buffers, and (b) when moving from a page to a neighboring page within a Color or

Depth buffer. Therefore corresponding pages in the Color and Depth Buffers, and adjacent pages within

a Color or Depth Buffer should be mapped to different page types (wherea pageds oOotyped or
refers to the row and bank itds in).
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Memory Pages Backing Color and Depth Buffers

Color Buffer

Fage Fage Fage Page
Type Q| Type 1| Type 0 | Type 1

Page Page Page Page
Type 2| Type 3| Type 2 | Type 3

Page Page Page Page
Type 0| Type 1| Type 0 | Type 1

FPage Page Fage Page
Type 2| Type 3| Type 2 | Type 3

Depth Buffer

Page Page Page Page
Type 3| Type 2| Type 3 | Type 2

Fage Fage FPage Page
Typel ]| Type 0] Type 1l | Type 0

FPage Fage FPage Page
Type 3| Type 2| Type 3 | Type 2

Page Page FPage Page
Typel| Type 0| Type 1l | Type O

B&TO1-01

For higher performance, the Color and Depth Buffers could be allocated from different memory device
rows.

Media/Video

The Y surfaces can be alloated using 4 page types in a similar fashion to the Color Buffer diagram. The U
and V surfaces would split the same 4 page types as used in the Y surface.
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The Physical Memory Address Types table lists the variouphysical address types supported by the
integrated graphics device. Physical Graphics Addresses are either generated by Logical Memory

mappings or are directly specified by graphics device functions. These physical addresses are not subject

to tiling or GTT re-mappings.

Physical Memory Address Types

Address
Type

Description

Range

MM_Address | Main Memory Address. Offset into physical, unsnoopedMain Memory.

[0, TopOfMemory-1]

SM_Address | System Memory Address. Accesses are snooped in processor cache, allowing
shared graphics/ processor access to (locked) cacheable memory data.

[0,512GB]

Graphics Translation Tables

The Graphics Translation Tables GTT (Graphics Translation Table, sometimes known as the global GTT)
and PPGTT (PeProcess Graphics Translation Table) arenemory-resident page tables containing an

array of DWord Page Translation Entries (PTESs) used in mapping logical Graphics Memory addresses to
physical memory addresses,

The base address (MM offset) of the GTT and the PPGTT are programmed via the PGTBL_CTL and
PGTBL_CTL2 Ml registers, respectively. The translation table base addresses must be 4KB aligned. The
GTT size can be either 128KB, 256KB, or 512KB (mapping to 128MB, 256MB, and 512MB aperture sizes
respectively) and is physically contiguous. The global GTT should only be programmed via the range

someti mes

snooped

defined by GTTMMADR. The PPGTT is programmed directly in memory. The peprocess GTT (PPGTT)

size is controlled by the PGTBL_CTL2 register. The PPGTT canadition to the above sizes, also be 64KB
in size (corresponding to a 64MB aperture). Refer to the GTT Range chapter for a bit definition of the PTE

entries.
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Virtual Memory

GT supports standard virtual memory modHEissectians def i n
describes the different paging models, their behaviors, and the page table formats.

GFX Page Tables

The following are the types of Page Tables supported by BDW GFX:

1 1A32e compatible GTT
1 PPGTTO per process GTT (private GFX)
1 GGTTF global GTT

All page tables have the same PTE format, the difference is how to reach the final physical page and
which fields with PTE are used. With the addition of VTd, the page walks are extended to cover guest
physical address to host physical address translatim. But conceptually, the GFX page tables remain
intact.

The pre-gen8 page tables are formed via a 32 bit format which underwent small adjustments in various
generations, but nothing fundamental. For gen8, the approach for page walks were modified to allow
larger page table entries with increased capability and similarity to I1A32e page tables to simplify the
transition.

Gen8 Page Table Modes

For gen8, the GFX Aperture and Display accesses are always mapped thru Global GTT. This is done to
keep the walk simple (i.e. X-level), however GT accesses to memory can be mapped via Global GTT
and/or ppGTT with various addressing modes.

The walk modes are listed as following:

Walk Mode

Global GTT with 32b virtual addressing : Global GTT usage is similar to pregen8 behavior with extended
capability to increase the VA to 4GB (from 2GB) and use a similar 64b PTE as ppGTT. The breakdown of the PTE fq
global GTT is given in later sections but fundamentally allows 1-level pagewalk where the 20b index is used to
select the 64b PTE from stolen memory.

Legacy 32b VA with ppGTT : This is a mode where ppGTT page tables are managed via GFX s/w (driver) and
context is tagged as Legacy 32b VA. Given each page walk is managed via 9b of the virtual address, 20b index is
broken into 3 parts. However to optimize the walks and make it look like pre -gen8, s/w provides 4 pointers to page
tables (called 4 PDP entries)d GPA. GFX h/w uses the four pointers and fetches the 4x4KB into h/w (for render and
media) before the context execution starts. The optimization limits the dynamic (on demand) page walks to 1-level
only.

Legacy 48b VA with ppGTT : Going forward to allow GFX address expansion beyond 4GB, the capability is added
address space. 48b VA requires 36b indexing (4x9b) wich means for 4-levels of page walk. To prevent the
overhead slightly, h/w will cache the entire content of PML4 (4kB) to limit the on -demand walks to 3 levels in the
worst case.
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Walk Mode

Advanced 48b VA with IA32e support via IOMMU  : 48b addressing in advanced mode is managed via IOMMU
settings where the base of the page table can be found after the root / context tables based on

bus/device/function numbers. As final step the PASID# is used as an index in PASID table to find page table pointer
to start the 4-level page walk. Similar to previous 48b VA mode, h/w will read the entire content of PML4 and limit
the dynamic page walks to 3-level (worst case)

Gen8 Per Process GTT

Gen8 per process GTT mechanism has multiple hooks and mechanisms for s/w to prepag the page walks
on hardware. The listed mechanisms here are selectable percontext and descriptors are delivered to
hardware as part of context descriptor.

The entry contents are also modified to match the same format as IA32e page tables allowing future
expansion for sharable page tables as well as higher order virtual addressing.

Page Tables Entry (PTE) Formats

Page Table Entry (PTE) formats will follow the IA32e layout as given below:

A S PIPUR | op g
I Ignored Rsvd. Address of page-directory-pointer table Ign. v|9 AICIW /| /]1]
dln DIT|SW]
e Address of P PIPIUR| | PDPTE
Ignored Rsvd. 1GB page Reserved Al lgn. [G|1[{D|A|CW/| /(1] 1GB
| frame T| DIT|S w| page
[ 1| |P|PU[R| | PDPTE
0 Ignored Rsvd. Address of page directory lgn. |Q|g|A|C/|/ (1] page
I n| DTS [directory
P P|PUIR PDE
X Address of
b lgnored Rsvd. 2MB page frame Reserved ? lgn. |G|1|DA Eth'é ‘Ll gamgg
i 1| |PIPJUR PDE
Ignored Rsvd. Address of page table lgn. (Q|g|A|CW]/|/(1] page
ID n| |D[T|SiW| | table
P PPUIR PTE
0 lgnored Rsvd. Address of 4KB page frame lgn. |G|A|DIAICH/{/|11] 4KB
T DIT|S page

Each table entry is further broken down along with the required fu nctions. GFX has a 4 level page table
which is pointed out by context descriptor starting with the 4 * level of PML4. The next levels have slightly
different formats depending on the size of the page supported. 1GB and 2MB page formats are required
for support.
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Pointer to PML4 Table

Page table pointer is the starting address where the PML4 table starts. The contents of pointer are
provided by PASID table entry in case of advanced context, else it is provided by software as part of the
legacy context with 48b addressing.

b 33 111 000000

3 98 2110 5432110

| | Lyl NAEER
Mﬁm
e Reserved (must be 0)

e — . L]

» PCD

# Reserved (must be 0)

$ Extended Access Flag Enable (FAFF)
P Fust Level 64KB Page Enable (FLG4KPE)
P Physical Address of PMLA (4KH)

¥ Resered (must be 0)

PWT/PCD bits are used as indexes into a PAT register which defines the cache attributes for the next level
page table access. The description of their use is listed later in the document.

GPU architecture does not follow memory typing for page table accesses. Page table accesses are
handled as WB.

Physical address of PML4 is a physical address pointer to a 4KB page where the PML4 table would reside.

PMLA4E: Pointer to PDP Table

PML4 is used to locate the page directory pointer tables distributed in physical memory. For Gen8, PML4
is used for advanced GPGPU context scheduled via PASID table as well as legacy context with 48b VA.

For 32b VA scheduling, there is no use of PMLA4.

66 55 33 11110 sooDo00DOD
32 21 58 21089 6543210
Al | | Ll AARAARN
ey, P: Present fvalid)
—— RN Alows wites to 512GH pombed
—— 5 UsetfSupersor
——lly PANT
¥ PCD
& A Accessed
# Ignored
¥ EA: Extended Accessed
# Ignored
# Physical Address of PDP Lable {4KB)
¥ Reserved
> Ignored
i Execule Disable
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Bits Field Description
63 | XD: Execute Disable | If NXE=1 in the relevant extended-context-entry, execute permission is not granted
for requests to the 512-GByte region controlled by this entry when XD=1.
(Note: Gen8 (BDW) does not support execute privilege.)
Advanced mode only.
62:52| Ignored/Reserved Ignored/not used b y hardware.
51:39| Ignored/Reserved Ignored/not used by hardware.
38:12| ADDR: Address Physical address of PDP Table which is a pointer to a 4KB region in memory where the
corresponding page directory pointer table is.

11 |Ignored/Reserved Ignored/not used by hardware.

10 |EA: Extended Access| Extended Access bit is added for devices to separate accesses from IA cores. If EAFE
in the relevant PASID entry, this bit indicates whether this entry has been used for
address translation by device. It is the devie's responsibility to set this bit. If EAFE=0
in the relevant PASID entry, this bit is ignored.

This bit applies to GPU.
Advanced mode only.

9:6 |Ignored/Reserved Ignored/not used by hardware.

5 |A: Accessed A-bit needs to be managed as the PDP table being accessed. Hardware needs to write
this bit for the first access to the 512GB region defined with this PML4 entry. See later
sections for A/D-bit management.

Advanced mode only.
4 |PCD: Page level For devices operating in the processor coherency domain, this field indirectly
Cache Disable determines the memory type used to access the page directory-pointer table
referenced by this entry.
GPU does not support any memory type but WB when accessing paging structures.
3 |PWT: Page level For devices operating in the processor coherency domain, this field indirectly
Write-Through determines the memory type used to access the page directory-pointer table
referenced by this entry.
GPU does not support any memory type but WB when accessing paging structures.

2 | U/S: User/Supervisor | User vs. supervisor access rights. If 0, requests with uselevel privilege are not allowed
to the 512-GByte region controlled by this entry. See a later section for access rights.

(Note: Gen8 (BDW) does not support privilege.)
Advanced node only.

1 |[R/W: Read/Write Write permission rights. If O, write permission not granted for requests with user -level
privilege (and requests with supervisor-level privilege, if WPE=1 in the relevant
extended-context-entry) to the 512-GByte region controlled by this entry. See a later
section for access rights.

(Note: Gen8 (BDW) does not support privilege.)
Advanced mode only.
0 |P: Present PML4 Entry is present. It must be 1 to point to a page directory pointer table.
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PDPE: Pointer to PD Table

PDP is u®d to locate the page directory. PDP table is used by GFX in case of standard context, however
the entries are used regardless of context type.

Given |1A32e supports 1GB pages, the PDPE has a mechanism to identify a way to say whether this PDPE
represents apointer to page directory or to a contiguous 1GB physical memory.

PDPE for PD

5
1

M
-
[
==
==
b
o=
=
- =
- =
b =

66 & 11
32 2 98

el W Allorwrs wiiles to 512G8 pomied
—— 5. UsetfSupenasor
_IQFW'I'

i PCD

b A Accessed

» ignored

# Page Size (for PD, it should be "07)
# Resenved

 EA: Extended Accessed

¥ Reserved

#* Phyysacal Address of KB page

P Resened

= lgnaored

# Execule Disable

Bits

Field

Description

63

XD: Execute Disable

If NXE=1 in the relevant extended-context-entry, execute permission is not granted
for requests to the 1-GByte region controlled by this entry when XD=1.

(Note: Gen8 (BDW) does not support execute privilege.)

Advanced mode only.

62:52| Ignored/Reserved Ignored/not used by hardware.
51:39| Ignored/Reserved Ignored/not used by hardware.
38:12| ADDR: Address Physical address of PD Thle which is a pointer to a 4KB region in memory where the

corresponding page directory pointer table is.

11

Ignored/Reserved

Ignored/not used by hardware.

10

EA: Extended Access

Extended Access bit is added for devices to separate accesses from IA cores$f EAFE=1]
in the relevant PASIDentry, this bit indicates whether this entry has been used for
address translation by device. It is the device's responsibility to set this bit. If EAFE=0
in the relevant PASID entry, this bit is ignored.

This bit applies to GPU.

Advanced mode only.

9:8

Ignored/Reserved

Ignored/not used by hardware.

PS: Page Size

As part of 1A32e, there is an option to be able to support 1GB pages. Whether to use
this PDP entry as a pointer to Page Directory vs. pointer to a 1GB pages defined as
part of the Page Size. i.e. 006 means t

26
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Bits

Field

Description

Ignored/Reserved

Ignored/not used by hardware.

A: Accessed

A-bit needs to be managed as the PDP table being accessed. Hardware needs to write
this bit for the f irst access to the 1GB region defined with this PDP entry. See later
sections for A/D-bit management.

Advanced mode only.

PCD: Page level
Cache Disable

For devices operating in the processor coherency domain, this field indirectly
determines the memory type used to access the page directory-pointer table
referenced by this entry.

GPU does not support any memory type but WB when accessing paging structures.

PWT: Page level
Write-Through

For devices operating in the processor coherency domain, this fied indirectly
determines the memory type used to access the page directory-pointer table
referenced by this entry.

GPU does not support any memory type but WB when accessing paging structures.

U/S: User/Supervisor

User vs supervisor access rights. If 0requests with user-level privilege are not allowed
to the 1-GByte region controlled by this entry. See a later section for access rights.
(Note: Gen8 (BDW) does not support privilege.)

Advanced mode only.

R/W: Read/Write

Write permission rights. If O, write permission not granted for requests with user -level
privilege (and requests with supervisor-level privilege, if WPE=1 in the relevant
extended-context-entry) to the 1-GByte region controlled by this entry. See a later
section for access rights.

(Not e: Gen8 (BDW) does not support privilege.)

Advanced mode only.

P: Present

PDP Entry is present. It must be 1 to point to a page directory table.

PDPE for 1GB Page

66
32

55 3113 32
21 948 09

LU U 1
321

111100000000
321098765432
|

IARANNNARARAR
ey P: Present (valid)

. [N Allows wiles to 512GE pomted
ey LS UsesfSupenasor
— P

e —— " |

& A Accessed

* D Daty

# Page Size (for 1GB, it should be "17)
# Global

=

# EA: Exdended Accessed

& ignored

# PAT

¥ Resened

& Physical address of 1GB page
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63 | XD: Execute Disable |If NXE=1 in the relevant extended-context-entry, execute permission is not granted
for requests to the 1GB page referenced by this entry when XD=1.

(Note: Gen8 (BDW) does not support execute privilege.)
Advanced mode only.

62:52| Ignored/Reserved Ignored/not used by hardware.

51:39| Ignored/Reserved Ignored/not used by hardware.

38:30| ADDR: Address Physical address of the 1GB page referenced by this entry. This address is the GPA ar
may need to be further translated with 2nd level translations.

29:13| Ignored/Reserved Ignored/not used by hardw are.

12 |PAT: Page Attribute |For devices operating in the processor coherency domain, this field indirectly
determines the memory type used to access the 1GB page referenced by this entry.
See later sections for memory type determination.

11 |Ignored/Reserved Ignored/not used by hardware.

10 |EA: Extended Access| Extended Access bit is added for devices to separate accesses from IA cores. If EAFE:
in the relevant PASID entry, this bit indicates whether this entry has been used for
address translation by device. It is the device's responsibility to set this bit. If EAFE=0
in the relevant PASID entry, this bit is ignored.

This bit applies to GPU.
Advanced mode only.

Ignored/Reserved Ignored/not used by hardware.

G: Global Global Page which can be used &ross contexts and does not need to be invalidated
with context/PASID level invalidations.
If PGE=1 in the relevant extended context-entry, this field can be Set by software to
indicate the 1-GByte page translation is global.
G-bit is not used by GPU.

7 |PS: Page Size As part of IA32e, there is an option to be able to support 1GB pages. Whether to use
this PDP entry as a pointer to Page Directory vs pointer to a 1GB page is defined as
part of the Page Size. i.e. 1 means this entry points to a 1GB page ando further
translation is required.

6 |D: Dirty D-bit needs to be managed as the 1GB page being written. Hardware needs to write
this bit for the first write access to 1GB defined with PDP entry. See later sections for
A/D-bit management.

Advanced mode ony.

5 |A: Accessed A-bit needs to be managed as the 1GB page being accessed. Hardware needs to write
this bit for the first access to 1GB defined with PDP entry. See later sections for A/D
bit management.

Advanced mode only.
4 |PCD: Page level For devices operating in the processor coherency domain, this field indirectly
Cache Disable determines the memory type used to access the 1GB page referenced by this entry.
See later sections for memory type determination.
3 |PWT: Page level For devicesoperating in the processor coherency domain, this field indirectly

Write-Through

determines the memory type used to access the 1GB page referenced by this entry.
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Bits

Field

Description

See later sections for memory type determination.

2 | U/S: User/Supervisor

User vs. supervisor access righd. If 0, requests with usetrlevel privilege are not allowed
to the 1GB page referenced by this entry. See a later section for access rights.

(Note: Gen8 (BDW) does not support privilege.)

Advanced mode only.

R/W: Read/Write

Write permission rights. If 0, write permission not granted for requests with user-level
privilege (and requests with supervisor-level privilege, if WPE=1 in the relevant
extended-context-entry) to the 1GB page referenced by this entry. See a later section
for access rights.

(Note: Gen8 (BDW) does not support privilege.)

Advanced mode only.

P: Present

PDP Entry is present. It must be 1 to map to a 1GB page.

PDE for Page Table

Page directory has the same concept as existing GFX page table definition (prior to gen8) with different
entry format. PDE is used to point to page tables as well as to define large pages (2MB).

PDE for Page Table

66 45 33 1110000000000
32 21 98 2109876543210
Ll | | AAEFENARARARR
eeeeh P Present fvalid)
——l AN Alows wiles
—— s lkmlﬁqmnisu’
44 PWT
% PCD
& A Accessed
* lgnored
# Page Size (for PT, & should be "07)
# Reserved
= EA- Extended Accessed
& PS5 Intermediate Page Size
#* Physical Address of 4KB page
P Reserved
# lgnored
¥ Execule Disable
Bits Field Description
63 | XD: Execute Disable|If NXE=1 in the relevant extended-context-entry, execute permission is not granted for
requests to the 2MByte region controlled by this entry when XD=1.
(Note: Gen8 (BDW) does not support execute privilege.)
Advanced mode only
62:52|Ignored/Reserved [lgnored/not used by hardware
51:39| Ignored/Reserved [lIgnored/not used by hardware
38:12( ADDR: Address Physical address of Page Table which is a pointer to a 4KB region in memory where the
corresponding page directory pointer table is.

Doc Ref

# IHD-OS-BDW-Vol 5-10.15

29



(l n te,l experience

Memory Views

what’s inside’
Bits Field Description
11 |IPS: Intermediate If FL64KPE=1 in the relevant PASIEntry, the page-table referenced by PDE with
Page Size IPS=1, translates to 64-KByte pages. If IPS=0 in the PDE, the pageable referenced by

the PDE translates to 4KByte pages.
If FL64KPE=0 in the relevant PASIEntry, this bit is ignored.
Note that 64KB pages are for the Page table under the PD entry.
Note: Gen8 inplementation does not use FL64KPE.
Note: This bit is only useful til BDW:GO step. In BDW:G1 and further BDW steppings, th
bit is ignored.

10 |EA: Extended Acces{ Extended Access bit is added for devices to separate accesses from IA cores. If EAFE=S
in the relevant PASIDentry, this bit indicates whether this entry has been used for
address translation by device. It is the devices responsibility to set this bit. If EAFE=0 in
the relevant PASID entry, this bit is ignored.

This bit applies to GPU.
Advancedmode only

9:8 |Ignored/Reserved Ignored/not used by hardware

7 |PS: Page Size As part of IA32e, there is an option to be able to support 2MB pages. Whether to use
the this PD entry as a pointer to Page table vs pointer to a 2MB page is defined as part
ofthe Page Size. i.e. 0006 means this ent

6 |Ignored/Reserved Ignored/not used by hardware

A: Accessed A-bit needs to be managed as the PDP table being accessed. Hardware needs to write
this bit for the first access to the 2MB region defined with this PD entry. See later
sections for A/D-bit management.

Advanced mode only

4 |PCD: Page level For devices operating in the processor coherency domain, this field indirectly

cache disable determines the memory type used to access the page directory-pointer table
referenced by this entry.

GPU does not support any memory type but WB when accessing paging structures.

3 |PWT: Page level For devices operating in the processor coherency domain, this field indirectly

Write-through determines the memory type used to access the page directory- pointer table
referenced by this entry.

GPU does not support any memory type but WB when accessing paging structures.

2 |U/s: User vs supervisor access rights. If 0, requests with uselevel privilege are not allowed

User/Supervisor to the 2MByte region controlled by this entry. See a later section for access rights.
(Note: Gen8 (BDW) does not support privilege.)

Advanced mode only

1 |R/W: Read/Write Write permission rights. If 0, write permission not granted f or requests with user-level
privilege (and requests with supervisor-level privilege, if WPE=1 in the relevant
extended-context-entry) to the 2MByte region controlled by this entry. See a later
section for access rights.
(Note: Gen8 (BDW) does not supportpivilege.)
Advanced mode only

0 |P: Present PD Entry is present. |t must be 016 to
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66 55 33 22 1111000000000 0
32 21 98 10 32109876543211
A | | | AANANAANANAARAR
ey P: Present fvalidd)
—— AN Alews wiles to 208 pomted
— 5 UsetfSuperasor
—— ) ANT
# PCD
¥ A Accessed
# D: Daty
# Page Size (for 2MB, i should be ™17}
& Global
&= lgnoved
#EA: Extended Accessed
P lgnored
b PAT
- Hesenved
8 Physical address of 1GB page
P Hesenved
# ignored
# Execule Disable
Bits Field Description
63 | XD: Execute Disable | If NXE=1 in the relevant extended-context-entry, execute permission is not granted
for requests to the 2MB page referenced by this entry when XD=1.
(Note: Gen8 (BDW) does not support execute privilege.)
Advanced mode only
62:52| Ignored/Reserved Ignored/not used by hardware
51:39| Ignored/Reserved Ignored/not used by hardware
38:21| ADDR:Address Physical address of the 2MB page referenced by this entry. This address is the GPA
and may need to be further translated with 2 " |evel translations.
20:13| Ignored/Reserved Ignored/not used by hardware
12 | PAT: Page Attribute |For devices operating in the processor coherency domain, this field indirectly
determines the memory type used to access the 2MB page referenced by this entry.
See later sections for memory type determination.
11 |Ignored/Reserved Ignored/not used by hardware
10 |EA: ExtendedAccess | Extended Access bit is added for devices to separate accesses from IA cores. If EAFE:

in the relevant PASID entry, this bit indicates whether this entry has been used for
address translation by device. It is the devices responsibility to set thishit. If EAFE=0 in
the relevant PASID entry, this bit is ignored.

This bit applies to GPU.

Advanced mode only

Ignored/Reserved

Ignored/not used by hardware

G: Global

Global Page which can be used across contexts and does not need to be invalidated
with context/PASID level invalidations.

If PGE=1 in the relevant extended context-entry, this field can be Set by software to
indicate the 2MByte page translation is global.

G-bit is not used by GPU
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7 |PS: Page Size As part of IA32e, there is an option to be able to support 2MB pages. Whether to use
the this PDP entry as a pointer to Page Directory vs pointer to a 2MB page is defined
as part of the Page Size. i.e. 0106 mean
translation is required.
6 |D: Dirty D-bit needs to be managed as the 2MB page being written. Hardware needs to write
this bit for the first write access to 2MB defined with PDP entry. See later sections for
A/D-bit management.
Advanced mode only
5 |A: Accessed A-bit needs to be managed as the 2MB page being accessed. Hardware needs to writg
this bit for the first access to 2MB defined with PDP entry. See later sections for A/D
bit management.
Advanced mode only
4 |PCD: Page level For devices operating in the processor coherency domain, this field indirectly
cache disable determines the memory type used to access the 2MB page referenced by this entry.
See later sections for memory type determination.
3 |PWT: Page level For devices operating in the processor coherency domain, this fied indirectly
Write-through determines the memory type used to access the 2MB page referenced by this entry.
See later sections for memory type determination.
2 | U/S: User/Supervisor| User vs supervisor access rights. If 0, requests with uselevel privilege are not allowed
to the 2MB page referenced by this entry. See a later section for access rights.
(Note: Gen8 (BDW) does not support privilege.)
Advanced mode only
1 [R/W: Read/Write Write permission rights. If 0, write permission not granted for requests with user -level
privilege (and requests with supervisor-level privilege, if WPE=1 in the relevant
extended-context-entry) to the 2MB page referenced by this entry. See a later section
for access rights.
(Note: Gen8 (BDW) does not support privilege.)
Advanced mode only
0 |P: Present PDP Entry is present. I't must be 016 t o
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PTE: Page Table Entry for 64KB Page

Note: BDW A-step does not support 64KB page formats.

66 55 33
32 21 98

110 0
65 109 0
u

] ARANARARAR

ey P Present fralid)
ey, RN Allowrs wiiles 1o AKB pomted
— 5. UserfSupenasor
e— L]
e} PC)
& A Accessed
® D: Daty
# PAT
& Global
& lgnored
¥ EA: Extended Accessed
& ignored

# Physical address of 4KB page

# Resered

» \gnored
$ Execule Disable

Bits Field

Description

63 | XD: Execute Disable

If NXE=1 in the relevant extended-context-entry, execute permission is not granted
for requests to the 64KB page referenced by this entry when XD=1.

(Note: Gen8 (BDW) does not support execute privilege.)

Advanced mode only.

62:52| Ignored/Reserved

Ignored/not used by hardware.

51:39| Ignored/Reserved

Ignored/not used by hardware.

38:16| ADDR: Address

Physical address of the 64KB page referenced by this entry. This address is the GPA
and may need to be further translated with 2nd level translations.

15:11|Ignored/Reserved

Ignored/not used by hardwar e.

10 |[EA: Extended Access

Extended Access bit is added for devices to separate accesses from IA cores. If EAFE
in the relevant PASID entry, this bit indicates whether this entry has been used for
address translation by device. It is the device's respongbility to set this bit. If EAFE=0
in the relevant PASIDentry, this bit is ignored.

This bit applies to GPU.

Advanced mode only.

Ignored/Reserved

Ignored/not used by hardware.

G: Global

Global Page which can be used across contexts and does not ned to be invalidated
with context/PASID level invalidations.

If PGE=1 in the relevant extended context-entry, this field can be Set by software to
indicate that the 64KByte page translation is global.

G-bit is not used by GPU.

PAT: Page Attribute

For devices operating in the processor coherency domain, this field indirectly
determines the memory type used to access the 64KB page referenced by this entry.
See later sections for memory type determination.
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Bits Field Description

6 |D: Dirty D-bit needs to be managed as the 64KB page being written. Hardware needs to write
this bit for the first write access to 64KB defined with PDP entry. See later sections for
A/D-bit management.

Advanced mode only.

5 |A: Accessed A-bit needs to be managed as the 64KB page being accessed. Hardwaraeeds to
write this bit for the first access to 64KB defined with PDP entry. See later sections for
A/D-bit management.

Advanced mode only.
4 |PCD: Page level For devices operating in the processor coherency domain, this field indirectly
Cache Disable determines the memory type used to access the 64KB page referenced by this entry.
See later sections for memory type determination.
3 |PWT: Page level For devices operating in the processor coherency domain, this field indirectly
Write-Through determines the memory type used to access the 64KB page referenced by this entry.
See later sections for memory type determination.

2 | U/S: User/Supervisor | User vs. supervisor access rights. If 0, requests with uselevel privilege are not allowed
to the 64KB page referenced by this entry. See a later section for access rights.
(Note: Gen8 (BDW) does not support privilege.)

Advanced mode only.

1 |R/W: Read/Write Write permission rights. If 0, write permission is not granted for requests with user-
level privilege (and requests with supervisor-level privilege, if WPE=1 in the relevant
extended-context-entry) to the 64KB page referenced by this entry. See a later section
for access rights.

0 |P: Present PDP Entry is present. It must be 1 to map to a 64KB page.

PTE: Page Tale Entry for 4KB Page
66 55 313 11 0do0000DDODDD
32 21 98 21 98765432110
bl o 1 1 ANANAARARAAR
) P Present fvalid)
ey RV Allowrs willes to AKB pomnted
—— 5. UsedSupentsor
e PANT
+ PCD
b A Accessed
# D: Daty
® PAT
& Global
& kgmored
¥ EA: Extended Accessed
&> lgnored
$ Physical address of 4KB page
# Reserved
& gnored
¥ Execule Disable
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Bits Field Description
63 | XD: Execute Disable | If NXE=1 in the relevant extended-context-entry, execute permission is not granted
for requests to the 4KB page referenced by this entry when XD=1.
(Note: Gen8 (BDW) does not supportexecute privilege.)
Advanced mode only.
62:52| Ignored/Reserved Ignored/not used by hardware.
51:39| Ignored/Reserved Ignored/not used by hardware.
38:16| ADDR: Address Physical address of the 4KB page referenced by this entry. This address is the GPA an
may need to be further translated with 2nd level translations.
15:11] Ignored/Reserved Ignored/not used by hardware.

10 |EA: Extended Access| Extended Access bit is added for devices to separate accesses from IA cores. If EAFE
in the relevant PASID entry, this bit indicates whether this entry has been used for
address translation by device. It is the device's responsibility to set this bit. If EAFE=0
in the relevant PASID entry, this bit is ignored.

This bit applies to GPU.
Advanced mode only.
Ignored/Reserved Ignored/not used by hardware.

8 |G: Global Global Page which can be used across contexts and does not need to be invalidated
with context/PASID level invalidations.

If PGE=1 in the relevant extended context-entry, this field can be Set by software to
indicate that the 4KByte page translation is global.
G-bit is not used by GPU.

7 |PAT: Page Attribute |For devices operating in the processor coherency domain, this field indirectly
determines the memory type used to access the 4KB page referenced bythis entry.
See later sections for memory type determination.

6 |D: Dirty D-bit needs to be managed as the 4KB page being written. Hardware needs to write
this bit for the first write access to 4KB defined with PDP entry. See later sections for
A/D-bit management.

Advanced mode only.

5 |A: Accessed A-bit needs to be managed as the 4KB page being accessed. Hardware needs to write
this bit for the first access to 4KB defined with PDP entry. See later sections for A/Dbit
management.

Advanced mode only.
4 |PCD Page level For devices operating in the processor coherency domain, this field indirectly
Cache Disable determines the memory type used to access the 4KB page referenced by this entry.
See later sections for memory type determination.
3 |PWT: Page level For devices operating in the processor coherency domain, this field indirectly
Write-Through determines the memory type used to access the 4KB page referenced by this entry.
See later sections for memory type determination.
2 | U/S: User/Supervisor | User vs supervisor access rights. If 0, requests with usetevel privilege are not allowed

to the 4KB page referenced by this entry. See a later section for access rights.
(Note: Gen8 (BDW) does not support privilege.)
Advanced mode only.
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Bits Field Description
1 |R/W: Read/Write Write permission rights. If O, write permission is not granted for requests with user-

level privilege (and requests with supervisor-level privilege, if WPE=1 in the relevant
extended-context-entry) to the 64KB page referenced by this entry. See a later sectio
for access rights.

0 |P: Present PDP Entry is present. It must be 1 to map to a 4KB page.

PPGTT for 32b Virtual Address

This page walk mechanism is used for traditional 3D, Media type context. There is going to be a
descriptor in the context header which defines the per process GTT walk that is required. For the
standard context with 32bit virtual addressing, there is a possibility to take short cuts to reduce the
overhead of the walk.

332 22 11 0
1.0 9 1.0 2 1 0
IPDP| Page Directory Index |  Page Table Index | Offset into Page |
Memaory
| Physical M.
Page
Table }
—y PTE
FPage
Directory ;
—b FDE

PDP _l+
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With 32-bit addressing the only entries that are needed for page directory pointers are 4x64bit locations
(PDPE). For any standard context scheduling, it is required for SW to provide 4 PDPEs as part of the
context which would prevent HW to do additional walks.

Hardware does the remaining walks for PD and PTE similar tdegacy behavior. To reduce the overhead of
walks, hardware implements large caches for PDs:

1 4x4KB for 3D context
2x4x4KB for Media Context

1
M1 4KB for VEBOX
9 4KB for Blitter

For Media and 3D context, the 16KB caches are preloaded for the entire page directory &t up which
limits the walk to 1 -level before the final access. For remaining clients the PD cache is loaded on demand
and can contain up to 512 entries.

Walk with 64 KB Page

64 KB Page size has a slightly different usage for how PTEs are selected for theorresponding 64KB
page. In page table every 16th entry (PTE#0, PTE#16, PTE#32, ... PTE#496) should be used to index. This is

calculated using address[21:16] & 000006. Note that

other PTEs.
Note: BDW production chips do not support 64KB page size.
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Walk with 2MB Page

There is an option in the page walk to work with bigger page sizes, one of those sizes is 2MB pages. If
allocated the page directory entry indicates the page size and walk can be shortened as fdlowing:

332 22 11 0
109 10 21 0
[PDP]|_Page Diectory ndex_| Ofset into 2MB page |
Memory
1 Physical M
Page
Dwectory
—e  PDE
e PDP

In this case there is no need to walk the page table after directory. And page directory has a pointer to
2MB range is physical memory.

Programming Note

Context: |Walking the Page Table with 2MBPage|

PPGTT32 is not going to support 2MB pages.
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Walk with 1GB Page

The same page walk is possible with 1GB page support as well.

(lntel |
experience
what's inside”

332 0
109 L1}
[Poe] Offset into 1GB Page |
Memony
I Phaysical M.
e PDP

Programming Note
Context: |Walking with 1 GB Page
PPGTT32 is not going to 1GB pages

Doc Ref # IHD-OS-BDW-Vol 5-10.15

39



(l n te,l fexperience

what’s inside’

Memory Views

PPGTT for Standard Context (64b VA)

For advanced virtual addressing with legacy context, the full page walk mechanism needs to be exercised
based on 48bit canonical addressing.

4 313 32 22 11 0
7 94 09 10 21 ]
| PMAex  Page Diect. Pomder ind] Page Diectory index | Page Table index | Ofisel imlo Page |
Memory
P> Physical M.
Page
Table
Page
Dwectory
Table
e PDE
Page
Dwectory
Pointes
Table
— L L H
PML4
Table

Pil_pTLF'nitu[ﬂH]

64bit (48b canonical) address requires 4levels of page table format where the context carries a pointer

to highest level page table (PML4 pointer or CR3). The rst of the walk is normal page walk thru various
levels.

To repurpose the caches the following mechanism is used:

9 3D: 4KB to store PML4, 4KB as PDP cache, 2x4PD cache.
1 Media: 4KB to store PML4, 4KB as PDP cache, 2x4PD cache.
1 VEBOX, Blitter: each with 4KB amg as PML4, PDP, PD cache.

Programming Note
Context: PPGTT for standard context (64b VA).

Design can section the 512 entries within 4KB to separate areas for PML4, PDP, and P
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Walk with 64 KB Page

64 KB Page size has a slightly different usage for bw PTEs are selected for the corresponding 64KB

page. In page table every 16th entry (PTE#0, PTE#16, PTE#32, ... PTE#496) should be used to index. This is
calculated using address[21:16] & 000006. Note that
other PTEs.

NOTE: BDW production chips do not support 64KB page size.
Walk with 2MB Page

Similar concept as the 32b VA walk, there is support for larger pages where one of the sizes supported is
2MB.

4 13 12 22 11 0
7 98 09 110 21 (]
[ PM4index  [Page Diect Pomtes ind] Page Deectory iudex | Offset inin 2MB page |
Memory
P> Pryscam.
Page
Diectory
Table
. PDE
Page
Divectory
Pointes
=
q HE
PMLA
Table
e PMLAE

Pag:TE Pointer (CR3)
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Walk with 1GB Page

For the support for 1GB page siz, the following mechanism is needed.

Gen8 Global GTT

The Global GTT mechanism in gen8 looks very similar to pregen8 with the distinction of page table
entry. Aperture and display will still use the global GTT even if GT core is mapped via perprocessGTT.

The PTE format for Gen8 is updated to match per process GTT definitions and GSM is now expanded in
size (2MB=>8MB) to cover for the entire 4GB (32b virtual addressing) space. Each entry corresponding to
a 4KB page with 220 entries in GSM (each with 8 content)

For0,BXSGDW t&pagé pddress provided 31:12 need to be shifted down to 22:3 for the correct
QW position within the GGTT.
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